COINCIDENCE AND COMMON FIXED POINT THEOREMS IN A MULTIPLICATIVE METRIC SPACE
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Abstract. In this paper, we prove a unique common fixed point theorem for two pairs of weakly compatible mappings on multiplicative metric spaces without any continuity requirement. Examples on the uniqueness of common fixed points are provided. The results obtained in this paper improve the corresponding results announced recently.
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1. Introduction

A bulk of literature exists with commuting pairs such as weakly commuting [9], compatible mappings [6], compatible mappings of type A [6], R-weak commutativity [8]. Jungck and Rhoades [5] also Dhage [2] termed a pair of self-mappings to be coincidentally commuting (or weakly compatible) if they merely commute at their coincidence point. One may note that this
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notion does not involve the metric of the underlying set. The following one way implications are obviously true but their converse are not.

Commuting maps ⇒ Weakly Commuting maps ⇒ Compatible maps ⇒ Coincidentally commuting maps

Ozavsar gave the concept of multiplicative contraction mappings and proved fixed point theorem of such mappings on a complete metric space in [7]. Gu proved the common fixed point theorems of weak commutative mappings on a complete metric space in [3].

2. Preliminaries

In this section some definitions are given which will be used in this paper.

Definition 2.1. [1] Let $X$ be a nonempty set. A multiplicative metric is a mapping $d : X \times X \rightarrow R^+$ satisfying the following conditions:

(i) $d(x, y) \geq 1$ for all $x, y \in X$ and $d(x, y) = 1$, if and only if $x = y$.

(ii) $d(x, y) = d(y, x)$ for all $x, y \in X$.

(iii) $d(x, y) \leq d(x, z)d(z, y)$ for all $x, y, z \in X$ (multiplicative triangle inequality).

Definition 2.2. [7] Let $(X, d)$ be a multiplicative metric space, $\{x_n\}$ be a sequence in $X$ and $x \in X$. If for every multiplicative open ball $B_\varepsilon(x) = \{y \in X \mid d(x, y) < \varepsilon\}$, $\varepsilon > 1$ there exists a natural number $N$ such that $n \geq N$, then $x_n \in B_\varepsilon(x)$. The sequence $\{x_n\}$ is said to be multiplicative converging to $x$, denoted by $x_n \rightarrow x (n \rightarrow \infty)$.

Definition 2.3. [7] Let $(X, d)$ be a multiplicative metric space, $\{x_n\}$ be a sequence in $X$ and $x \in X$. The sequence is called a multiplicative Cauchy sequence if it hold that for all $\varepsilon > 1$, there exists $N \in \mathbb{N}$ such that $d(x_n, x_m) < \varepsilon$ for all $m, n > N$.

Definition 2.4. [7] A multiplicative metric space is complete, if every multiplicative Cauchy sequence in it is multiplicative convergence to $x \in X$.

Definition 2.5. [3] Suppose that $S, T$ are two self-mappings of a multiplicative metric space $(X, d)$; $S, T$ are called commutative mappings if it holds for that for all $x \in X$, $STx = T S x$. 
Definition 2.6. [3] Suppose that $S, T$ are two self-mappings of a multiplicative metric space $(X, d)$; $S, T$ are called Weak commutative mappings if it holds for that for all $x \in X$, $d(STx, TSx) \leq d(Tx, Sx)$.

Definition 2.7. [1] Let $(X, d)$ be a multiplicative metric space. A mapping $f : X \to X$ is called a multiplicative contraction if there exists a real constant $\lambda \in [0, 1)$ such that $d(f(x_1), f(x_2)) \leq \lambda d(x_1, x_2)$ for all $x, y \in X$.

Definition 2.8. [7] (Multiplicative continuity) Let $(X, d_X)$ and $(X, d_Y)$ be two multiplicative metric spaces and $f : X \to Y$ be a function. If $f$ holds the requirement that, for every $\varepsilon > 1$ there exists $\delta > 1$ such that $f(B_\delta(x)) \subset f(B_\varepsilon(f(x)))$ then we call $f$ multiplicative continuous at $x \in X$.

Definition 2.9. [7] (Semi-Multiplicative continuity) Let $(X, d)$ be a multiplicative metric space, $(Y, d)$ be a metric space and $f : X \to Y$ be a function. If $f$ holds the requirement that for all $\varepsilon > 0$ there exists $\delta > 1$ such that $f(B_\delta(x)) \subset f(B_\varepsilon(f(x)))$ then we call $f$ semi-multiplicative continuous at $x \in X$. Similarly a function $g : Y \to X$ is also said to be semi-multiplicative continuous at $y \in Y$ if it satisfies a similar requirement.

Definition 2.10. [7] (Multiplicative convergence) Let $(X, d)$ be a multiplicative metric space, $(x_n)$ be a sequence in $X$ and $x \in X$. If for every multiplicative open ball $B_\varepsilon(x)$, there exists a natural number $N$ such that $n \geq N \Rightarrow x_n \in B_\varepsilon(x)$, then the sequence $(x_n)$ is said to be multiplicative convergent to $x$ denoted by $x_n \to x (n \to \infty)$.

Lemma 2.11. [7] Let $(X, d)$ be a multiplicative metric space, $(x_n)$ be a sequence in $X$ and $x \in X$. Then $x_n \to x (n \to \infty)$ if and only if $d(x_n, x) \to 1 (n \to \infty)$.

Lemma 2.12. [7] Let $(X, d)$ be a multiplicative metric space, $(x_n)$ be a sequence in $X$. If the sequence $(x_n)$ is multiplicative convergent, then the multiplicative limit point is unique.

Lemma 2.13. [7] Let $(X, d_X)$ and $(X, d_Y)$ be two multiplicative metric spaces, and $f : X \to Y$ be a mapping and $(x_n)$ be any sequence in $X$. Then $f$ is multiplicative continuous at the point $x \in X$ if and only if $f(x_n) \to f(x)$ for every sequence $(x_n)$ with $x_n \to x (n \to \infty)$.
Theorem 2.14. [7] Let \((X,d)\) be a multiplicative metric space and \((x_n)\) be a sequence in \(X\). The sequence is multiplicative convergent, then it is a multiplicative Cauchy sequence.

Lemma 2.15. [7] Let \((X,d)\) be a multiplicative metric space and \((x_n)\) be a sequence in \(X\). Then \((x_n)\) is a multiplicative Cauchy sequence if and only if \(d(x_m, x_n) \to 1 \ (m,n \to \infty)\).

Theorem 2.16. [7] Let \((X,d)\) be a multiplicative metric space. A mapping \(f : X \to X\) multiplicative contraction. If \((X,d)\) is complete, then \(f\) has unique common fixed point.

Recently, He, Song and Chen proved the fixed point theorem for mappings of two pairs of weak commutative mappings on a multiplicative metric.

Theorem A. [10] Let \(S, T, A,\) and \(B\) be self mappings of a complete multiplicative metric space \(X\), they satisfy the following conditions:

(i) \(S(X) \subset B(X), \ T(X) \subset A(X)\),

(ii) \(A\) and \(S\) are weak commutative, \(B\) and \(T\) also are weak commutative,

(iii) One of \(S, T, A\) and \(B\) is continuous,

(iv) \(d(Sx, Ty) \leq \{\max\{d(Ax, By), d(Ax, Sx), d(Ty, By), d(Sx, By), d(Ax, Ty)\}\}^\lambda, \lambda \in (0, \frac{1}{2}) \ \forall \ x, y \in X\)

Then \(S, T, A\) and \(B\) have a unique common fixed point.

3. Main results

In this section, we improve Theorem A by relaxing the continuity requirement of the maps completely and to reduce the commutativity requirement of the maps to coincidence point only.

Theorem 3.1. Let \(A, B, I\) and \(J\) be self-mappings of a multiplicative metric space \((X,d)\) satisfying \(A(X) \subset J(X), B(X) \subset I(X)\) and

\[d(Ax, By) \leq \max\{d(Ix, Jy), d(Ix, Ax), d(By, Jy), d(Ax, Jy), d(Ix, By)\}\]^\lambda, \lambda \in (0, \frac{1}{2}) \ \forall \ x, y \in X. \ (3.1.1)

If one of \(A(X), B(X), I(X), J(X)\) is complete subspace of \(X\), then the following conclusion hold

(i) \((A, I)\) has coincidence point,

(ii) \((B, J)\) has coincidence point,
Further if the pairs (A, I) and (B, J) are coincidentally commuting, then A, B, I and J have a unique common fixed point.

**Proof.** Let \( x_0 \) be an arbitrary point in \( X \), since \( A(X) \subset J(X) \). We can find a point \( x_1 \) in \( X \) such that \( A x_0 = J x_1 \). Also since \( B(X) \subset I(X) \), we can choose a point \( x_2 \) with \( B x_1 = I x_2 \). Using this argument repeatedly, one can construct a sequence \( z_n \) such that \( z_2n = A x_{2n} = J x_{2n+1} \) and \( z_{2n+1} = B x_{2n+1} = I x_{2n+2} \) for \( n = 0, 1, 2 \)

\[
d(z_{2n+1}, z_{2n+2}) = d(B x_{2n+1}, A x_{2n+2}) = d(A x_{2n+2}, B x_{2n+1})
\]

\[
\leq \{\max\{d(I x_{2n+2}, J x_{2n+1}), d(I x_{2n+2}, A x_{2n+2}), d(B x_{2n+1}, J x_{2n+1})\},
\]

\[
d(A x_{2n+2}, J x_{2n+1}), d(I x_{2n+2}, B x_{2n+1})\}\} \lambda
\]

\[
\leq \{\max\{d(z_{2n+1}, z_{2n}), d(z_{2n+1}, z_{2n+2}), d(z_{2n+1}, z_{2n}), d(z_{2n+2}, z_{2n}), d(z_{2n+2}, z_{2n+2})\}\} \lambda
\]

\[
= d^\lambda (z_{2n}, z_{2n+1}), d^\lambda (z_{2n+1}, z_{2n+2})
\]

\[
d(z_{2n+1}, z_{2n+2}) \leq d^\lambda (z_{2n}, z_{2n+1}).
\]

Letting \( \frac{\lambda}{1-\lambda} = h \), we have

\[
d(z_{2n+1}, z_{2n+2}) \leq d^h (z_{2n}, z_{2n+1}). \tag{3.1.2}
\]

We can also write

\[
d(z_{2n+2}, z_{2n+3}) \leq d^h (z_{2n+1}, z_{2n+2}). \tag{3.1.3}
\]

From (3.1.2) and (3.1.3) we know that

\[
d(z_n, z_{n+1}) \leq d^h (z_{n-1}, z_n) \ldots \leq d^{hn} (z_1, z_0), \forall n \geq z.
\]

Letting \( m, n \in N \), such that \( m \geq n, t \) we get

\[
d(z_m, z_n) \leq d(z_m, z_{m-1}), d(z_{m-1}, z_{m-2}) \ldots d(z_{n+1}, z_n)
\]

\[
\leq d^{h(m-1)} (z_1, z_0), d^{h(m-2)} (z_1, z_0), \ldots d^{hn} (z_1, z_0)
\]

\[
\leq d^{\frac{m+n}{n}} (z_1, z_0).
\]

This implies that \( d(z_m, z_n) \rightarrow 1 (m, n \rightarrow \infty) \). Hence \( z_n \) is a multiple Cauchy sequence in \( X \). Now suppose that \( I(X) \) is a complete subspace of \( X \), then observing that the subsequence \( z_n \) which contained in \( I(X) \) must get a limit \( z \) in \( I(X) \). Let \( u \in I^{-1}(z) = Iu = z \).
Now we prove that \( Au = z \) by using \( y = x_{2n+1} \) in (3.1.1) then,
\[
d(Au, Bx_{2n+1}) \leq \{ \max \{ (d(Iu, Jx_{2n+1}), d(Iu, Au), d(Bx_{2n+1}, Jx_{2n+1}),
\]
\[
d(Au, Jx_{2n+1}), d(Iu, Bx_{2n+1}) \} \lambda,
\]
which on letting \( n \to \infty \) and using \( Iu = z \), we get
\[
d(Au, z) \leq \{ \max \{ d(Au, z), d(z, Au), d(z, z), d(Au, z) \} \} \lambda
\]
\[
\leq \{ \max \{ d(Au, z) \} \} \lambda
\]
\[
= d^{\lambda}(Au, z),
\]
which implies \( d(Au, z) = 1 \), i.e \( Au = z = Iu \). Since \( A(X) \subset J(X) \), implies that \( z \in J(X) \). Let \( \nu \in J^{-1}(z) \). Then \( J\nu = z \). Again using this argument it can easily show that \( B\nu = z \) yielding there by \( J\nu = B\nu = z \). The remaining two case certain essentially to the previous case. Indeed if \( B(X) \) is complete then \( z \in B(X) \subset I(X) \) and if \( A(X) \) is complete then \( z \in A(X) \subset J(X) \).

Moreover if the pair \((A, I)\) and \((B, J)\) are coincidentally commuting at \( u \) and \( v \), respectively
(i) \( z = Au = Iu = Bv = J\nu \),
(ii) \( Az = A(Iu) = I(Au) = Iz \),
(iii) \( Bz = B(J\nu) = J(B\nu) = Jz \),

Now we show that \( Az = z \)
\[
d(Az, Bx_{2n+1}) \leq \{ \max \{ (d(Iz, Jx_{2n+1}), d(Iz, Az), d(Bx_{2n+1}, Jx_{2n+1}),
\]
\[
d(Az, Jx_{2n+1}), d(Iz, Bx_{2n+1}) \} \lambda,
\]
which on letting \( n \to \infty \)
\[
d(Az, z) \leq \{ \max \{ (d(Iz, z), d(Iz, Az), d(z, z), d(Az, z) \} \} \lambda
\]
\[
\leq \{ \max \{ d(Az, z) \} \} \lambda
\]
\[
= d^{\lambda}(Az, z).
\]
This implies that \( Az = z = Iz \).

Similarly we can show by using that \( Bz = z = Jz \).
Now we prove that $A, B, I$ and $J$ have a unique common fixed point. Suppose, $w$ is also a common fixed point of $A, B, I$ and $J$.

\[ d(z, w) = d(Az, Bw) \leq \{ \max\{d(Iz, Bw), d(Az, Bw), d(Az, Jw), d(Iz, Jw)\} \} \lambda \]

\[ \leq \{ \max\{d(z, w), 1\} \} \lambda \]

\[ = d^\lambda(z, w). \]

This implies that $d(z, w) = 1$, i.e., $z = w$.

This is a contradiction so $A, B, I$ and $J$ have a unique common fixed point.

**Remark 3.2.** Theorem 3.1 mainly generalizes and extends the corresponding result in He, Song and Chen [10, Theorem 3.2].

**Theorem 3.2.** Let $A, B, I$ and $J$ be four self-mappings of a multiplicative metric space $(X, d)$ satisfying $A^m(X) \subset J^s(X)$, $B^n(X) \subset I^r(X)$ and

\[ d(A^mx, B^ny) \leq \{ \max\{d(I^r x, J^s y), d(I^r x, A^mx), d(B^ny, J^s y), d(A^mx, J^s y), d(I^r x, B^ny)\} \} \lambda \]

\[ \lambda \in (0, 1/2) \quad \forall \ x, y \in X \text{ and } p, q, r, s \in \mathbb{Z} \quad (3.2.1) \]

If one of $A(X), B(X), I(X), J(X)$ is complete subspace of $X$, then the following conclusion hold and

(i) $(A, I)$ has coincidence point,

(ii) $(B, J)$ has coincidence point,

Further if the pairs $(A, I)$ and $(B, J)$ are coincidently commuting, then $A, B, I$ and $J$ have a unique common fixed point.

**Proof.** Since $(A, I)$ and $(B, J)$ are coincidentaly commuting so $A^m$ and $B^n$ commuting with $I^r$ and $J^s$. Thus by Theorem 3.1 there exists a unique $z$ in $X$, such that

\[ z = A^m z = B^n z = I^r z = J^s z, \]

\[ Az = A(A^m z) = A^m(Az), Az = A(I^r z) = I^r(Az), \]

\[ Bz = B(B^n z) = B^n(Bz), Bz = B(J^s z) = J^s(Jz), \]
which show that $A_z$ is common fixed point of $A^m$ and $I^r$ and $B_z$ is common fixed point of $B^r$ and $J^s$. Now consider $x = A_z$ and $y = B_z$ in (3.2.1)

\[ d(A_z, B_z) = d(A^m x, B^n y) \]

\[ \leq \{ \max \{ d(I^r(A_z), J^s(B_z)), d(I^r(A_z), A^m(A_z)), d(B^r(B_z), J^s(B_z)), \\
\]

\[ d(A^m(A_z), J^s(B_z)), d(I^r(A_z), B^n(B_z)) \} \lambda. \]

\[ \leq \{ \max \{ d(S_z, T_z), d(S_z, S_z), d(T_z, T_z), d(S_z, T_z), d(S_z, T_z) \} \lambda \\
\]

\[ \leq \{ \max \{ d(S_z, T_z), 1, 1, d(S_z, T_z), d(S_z, T_z) \} \lambda \\
\]

\[ \leq \{ d\lambda(A_z, B_z) \}. \]

This yields $A_z = B_z$. Hence it is the common fixed point of $A^m$ and $I^r$. Also $B_z$ is a common fixed point of $B^n$ and $J^s$. Let $x = B_z$ and $y = J_z$ in (3.2.1) we obtained $B_z = J_z$ and hence, it is the common fixed point of $A^m$, $B^n$, $I^r$ and $J^s$. By uniqueness of $z$ in $X$ we can show that $z = A_z = B_z = I_z = J_z$. This completes the proof.

4. Related examples

In this section, we furnish examples demonstrating the validity of the hypothesese and degree of generality of the results proved herein.

Example 4.1. Consider $X = [0,6]$ and $(X,d)$ be a multiplicative metric space. Define the mapping $d : X \times X \rightarrow R^+$ by $d(x,y) = e^{|x-y|}$ for all $x, y \in X$. Define the self maps $A$, $B$, $I$ and $J$ on $X$.

\[ A_0 = 0, A_x = 1, 0 < x \leq 6, \]
\[ B_0 = 0, B_x = 3, 0 < x \leq 6, \]
\[ I_0 = 0, I_x = 5, 0 < x < 6, I_6 = 6, \]
\[ J_0 = 0, J_x = 6, 0 < x < 6, J_6 = 1. \]

One may note that all four maps $A$, $B$, $I$ and $J$ are discontinuous, also the pairs $(A, I)$ and $(B, J)$ are coincidentally commuting. Clearly $A(X) = \{0,1\} \subset \{0,1,6\} = J(X)$, and $B(X) = \{0,3\} \subset \{0,3,5\}$.
\( = I(X) \) and \( A(X), B(X), I(X), J(X) \) are complete. Let \( \lambda = \frac{1}{5} \) according to the inequality of Theorem 3.1.

\[
d(Ax, By) \leq \{ \max \{ d(Ix, Jy), d(Ix, Ax), d(By, Jy), d(Ax, Jy), d(Ix, By) \} \}^{\lambda}
\]

\( \lambda \in (0, 1) \) \( \forall x, y \in X \),

\[ e^{|1-3|} \leq \{ \max \{ e^{|5-6|}, e^{|5-1|}, e^{|3-6|}, e^{|5-3|}, e^{|6-1|} \} \}^{\lambda}. \]

So the contractivity condition of Theorem 3.1 is true. Therefore, for all the conditions of Theorem 3.1 are satisfied and hence \( A, B, I \) and \( J \) have a unique common fixed point (namely 0).
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