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Abstract. In this paper, we study the form of Hammerstein integral equations

u(x) = v(x)+λ
∫

Ib
a

k(x,y) f (y,u(y))dy,(λ ∈ R)

and Volterra Hammerstein integral equations in the condition of two-variables. Show the definition of (Λ1,Λ2)

bounded variation, write as (Λ1,Λ2)BV (Ib
a ). If v, k are (Λ(1),Λ(2))BV (Ib

a ;R) functions and f is a locally Lipschitz

function, there exists a number ρ > 0 such that when |λ | < ρ , Hammerstein integral equations has a unique

solution. Give the proof and extend.

Keywords: Hammerstein integral equation; Volterra Hammerstein integral equations; (Λ1,Λ2)-bounded variation;

(Λ(1),Λ(2))BV (Ib
a ;R)-solution.
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1. INTRODUCTION

The concept of bounded variation was first proposed by Jordon in [1] and applied it to the

theory of Fourier series. Since then, bounded variation has come into view, and related research

has begun. Solutions of many integral equations which describe concrete physical phenomena
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from the real world are often functions of bounded variation. Recall that some superposition op-

erator in the space of functions of bounded variation was investigated in [2], [3], [4]. Waterman

introduced the notion of Λ-variation in [5] in 1972. In 1986, Sahakian extended Λ-variation

from the case of one variable to that of two variables[6].

The problem of solving Hammerstein integral equations has a long history and is always

popular. In [7], the author gave the condition of existence and uniqueness of bounded variation

(shortly: BV) solutions and continuous BV-solutions of the following Hammerstein

x(t) = g(t)+λ

∫
I
K(t,s) f (x(s))ds, t ∈ I = [α,β ],λ ∈ R

and Volterra-Hammerstein

x(t) = g(t)+
∫

I
K(t,s) f (x(s))ds, t ∈ I = [α,β ],λ ∈ R

integral equations, where g : I→R is a BV (I)-function, f :R→R is a locally Lipschitz function

and K : I× I→ R. It is the first to combine the theorem of bounded variation with the integral

equation. The authors prove under some conditions on λ , K and f , this equation have only one

solution in the space BV (I) for each g ∈ BV (I). Then in the paper [8], [9], the integral space is

extended from bounded variation space to ΛBV space, φBV space, and theorems in [6] are also

extended.

Particularly in [10], the authors study the existence conditions of solutions for the Ham-

merstein equations firstly in a two variables space, that is, the space of two-variables bounded

variation functions BV(Ib
a ). The form of two-variable Hammerstein integral equation

(1.1) u(x) = v(x)+λ

∫
Ib
a

k(x,y) f (y,u(y))dy,(λ ∈ R)

and Volterra-Hammerstein

(1.2) u(x) = v(x)+
∫

Ib
a

k(x,y) f (y,u(y))dy,(λ ∈ R)

can be seen in [11], where a= (a1,a2),b= (b1,b2)∈R2, Ib
a = [a1,b1]× [a2,b2], x= (x1,x2),y=

(y1,y2) ∈ Ib
a , v : Ib

a → R, k : Ib
a × Ib

a → R and f : Ib
a ×R→ R. Under some conditions on λ , k

and f , we prove that this equation admits only one solution in the space ΛBV (Ib
a ) for each

v ∈ ΛBV (Ib
a ).
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In this paper, we will give the general conditions for the existence of unique solutions and

continuous unique solutions of the Hammerstein and Volterra-Hammerstein integral equation

in the space of two-variables (Λ1,Λ2)bounded variation functions (Λ1,Λ2)BV (Ib
a ), then proof.

2. PRELIMINARIES

Let Ib
a = [a1,b1]× [a2,b2] be the basic rectangle with a = (a1,a2),b = (b1,b2) ∈ R2 such

that a1 < a2 and b1 < b2. With the sequence of positive numbers Λ(1) = {λ (1)
m }∞

m=1, Λ(2) =

{λ (2)
n }∞

n=1 such that ∑
1

λ
(1)
m

and ∑
1

λ
(2)
n

are divergent separately. We denote Π1 = {ti}m
i=0, Π2 =

{s j}n
j=0 be partitions of [a1,b1] and [a2,b2](m,n ∈ N, a1 = t0 < t1 < · · · < tm−1 < tm = b1 and

a2 = s0 < s1 < · · · < sn−1 < sn = b2), for the two-dimensional function f : Ib
a → R. Referring

to [10] and [12],

Λ(1)V1( f ; Ib
a ) = sup

s
sup
Π1

m
∑

i=1

| f (ti,s)− f (ti−1,s)|
λ
(1)
i

Λ(2)V2( f ; Ib
a ) = sup

t
sup
Π2

n
∑
j=1

| f (t,s j)− f (t,s j−1)|
λ
(2)
j

(Λ(1)Λ(2))V1,2( f ; Ib
a ) = sup

Π1,Π2

m
∑

i=1

n
∑
j=1

| f (ti,s j)− f (ti−1,s j)− f (ti,s j−1)+ f (ti−1,s j−1)|
λ
(1)
i λ

(2)
j

DEFINITION 1 We define the (Λ(1),Λ(2))-variation of f : Ib
a → R by

(Λ(1),Λ(2))V ( f ; Ib
a ) = Λ(1)V1( f ; Ib

a )+Λ(2)V2( f ; Ib
a )+(Λ(1)Λ(2))V1,2( f ; Ib

a )

and the bounded (Λ(1),Λ(2))-variation on Ib
a space by

(Λ(1),Λ(2))BV (Ib
a ;R) = { f : Ib

a → R|(Λ(1),Λ(2))V ( f ; Ib
a )< ∞}.

with the norm

‖ f‖(Λ1,Λ2) = | f (a1,a2)|+(Λ(1),Λ(2))V ( f ; Ib
a )

for each f ∈ (Λ(1),Λ(2))BV (Ib
a ;R). For all x ∈ Ib

a , we have(Λ(1),Λ(2))V ( f ; Ix
a) is a completely

monotone function. According to Helly’s selection principle in the 2-dimensional case[13][14],

we can say the space in de f inition1 is a Banach space.

LEMMA 1 If ‖ · ‖1 and ‖ · ‖2 are seminorms on a given linear space X such that for each

sequence {xn} of elements from X, we have ‖xn‖1→ 0 implies ‖xn‖2→ 0(n→ 0), then there

exists a constant M such that ‖x‖2 ≤M‖x‖1 for each x ∈ X.[8]
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Proof. Assuming that for all M ∈ N, there exist xk ∈ {xn} such that ‖xn‖2 > M‖xn‖1. Let’s

define yn =
xn
‖xn‖2

while ‖yn‖2 = 1. Then we have 0 ≤ ‖yn‖1 ≤ 1
M for all M ∈ N. If ‖yn‖1→ 0

when n→ 0, according to ‖xn‖1→ 0 can imply ‖xn‖2→ 0, we can get ‖yn‖2→ 0. There’s a

contradiction. �

Applying Lemma 1 one can prove the following

LEMMA 2 There exists a constant c̃ such that

sup
(t1,t2)∈I

| f (t1, t2)| ≤ c̃‖ f‖(Λ1,Λ2)

for any f ∈ (Λ(1),Λ(2))BV (Ib
a ;R).

Proof. Let { fi} be a sequence of elements of the space (Λ(1),Λ(2))BV (Ib
a ;R) such that we have

‖ fi‖(Λ1,Λ2)→ 0, ‖ fi‖(Λ1,Λ2) = | fi(a1,a2)|+(Λ(1),Λ(2))V ( fi; Ib
a ), then (Λ(1),Λ(2))V ( fi; Ib

a )→ 0

and | fi(a1,a2)| = 0. So we have sup
(t1,t2)∈I

| fi(t1, t2)| → 0 as n→ ∞. By lemma 1, there exists a

constant c̃ such that

sup
(t1,t2)∈I

| f (t1, t2)| ≤ c̃‖ f‖(Λ1,Λ2)

for any f ∈ (Λ(1),Λ(2))BV (Ib
a ;R). �

3. MAIN RESULTS

Consider the Hammerstein integral equation (1.1) where ”
∫

” stands for the Lebesgue integral.

Assume the following hypothesis:

H1 v : Ib
a → R is a (Λ(1),Λ(2))BV (Ib

a ;R) function;

H2 f : Ib
a ×R→ R is a locally Lipschitz function[15];

H3 K : Ib
a × Ib

a → R is a (Λ(1),Λ(2))BV (Ib
a ;R) function such that

(Λ(1),Λ(2))V (K(·,α); Ib
a )≤M(α) for a.e.α = (α1,α2) ∈ Ib

a ,

where M : Ib
a → R+ is integrable in the Lebesgue sense(briefly: L-integrable) and K(β ,(·, ·)) is

L-integrable for every β = (β1,β2) ∈ Ib
a .

THEOREM 3.1 Under H, H2, H3, there exists a number ρ > 0 such that for every λ with

|λ |< ρ , equation (1.1) has a unique (Λ(1),Λ(2))BV (Ib
a ;R)-solution, defined on Ib

a .
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Proof. Let r > 0 be such that ‖v‖(Λ(1),Λ(2)) < r and denote by Lr the Lipschitz constant of f

corresponding to the cube Ib
a × [−r,r]. Choose a number ρ > 0 such that the following two

inequalities true:

(3.1) ‖v‖(Λ(1),Λ(2))+ρ sup
y∈Ib

a

| f (y,u(y))|
∫
Ib
a

(M(y)+ |K(a,y)|)dy < r

which established a link between ρ and r, and

(3.2) c̃ρLr

∫
Ib
a

(M(y)+ |K(a,y)|)ds < 1

where c̃ is the smallest number satisfying the inequality in LEMMA 2.

Denote by Br the closed ball of center zero and radius r in the space (Λ(1),Λ(2))BV (Ib
a ;R).

Fix |λ |< ρ . Define

G(u)(x) = v(x)+λF(u)(x),

where

F(u)(x) =
∫

Ib
a

K(x,y) f (y,u(y))dy,x = (x1,x2) ∈ Br.

Since the mapping x→ f (x,u(x)) is bounded and its discontinuities are at most denumerable,

thus it is L-measurable. Therefore the mappings F and G are well defined.

Firstly, we verify that G(Br)⊂ Br. Indeed, for any x ∈ Br, we have

(Λ(1),Λ(2))V ( f ◦u; Ib
a ) = Λ

(1)V1( f ◦u; Ib
a )+Λ

(2)V2( f ◦u; Ib
a )+(Λ(1)

Λ
(2))V1,2( f ◦u; Ib

a )

= sup
s

sup
Π1

m

∑
i=1

|( f ◦u)(ti,s)− ( f ◦u)(ti−1,s)|
λ
(1)
i

+ sup
t

sup
Π2

n

∑
j=1

|( f ◦u)(t,s j)− ( f ◦u)(t,s j−1)|
λ
(2)
j

+ sup
Π1,Π2

m

∑
i=1

n

∑
j=1

|( f ◦u)(ti,s j)− ( f ◦u)(ti−1,s j)− ( f ◦u)(ti,s j−1)+( f ◦u)(ti−1,s j−1)|
λ
(1)
i λ

(2)
j
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= sup
s

sup
Π1

m

∑
i=1

|
∫

Ib
a
[K((ti,s),y)−K((ti−1,s),y)] f (y,u(y))dy|

λ
(1)
i

+ sup
t

sup
Π2

n

∑
j=1

|
∫

Ib
a
[K((t,s j),y)−K((t,s j−1),y)] f (y,u(y))dy|

λ
(2)
j

+ sup
Π1,Π2

m

∑
i=1

n

∑
j=1∫

Ib
a

|[K((ti,s j),y)−K((ti−1,s j),y)−K((ti,s j−1),y)+K((ti−1,s j−1),y)] f (y,u(y))dy|
λ
(1)
i λ

(2)
j

≤ sup
y∈Ib

a

| f (y,u(y))|sup
s

sup
Π1

m

∑
i=1

|
∫

Ib
a

K((ti,s),y)−K((ti−1,s),y)dy|

λ
(1)
i

+ sup
y∈Ib

a

| f (y,u(y))|sup
t

sup
Π2

n

∑
j=1

|
∫

Ib
a

K((t,s j),y)−K((t,s j−1),y)dy|

λ
(2)
j

+ sup
y∈Ib

a

| f (y,u(y))| sup
Π1,Π2

m

∑
i=1

n

∑
j=1∫

Ib
a

|K((ti,s j),y)−K((ti−1,s j),y)−K((ti,s j−1),y)+K((ti−1,s j−1),y)dy|
λ
(1)
i λ

(2)
j

≤ sup
y∈Ib

a

| f (y,u(y))|
∫

Ib
a

M(y)dy < ∞

Hence F(u) ∈ (Λ(1),Λ(2))BV (Ib
a ;R), we have

‖G(u)‖(Λ(1),Λ(2)) ≤ ‖v‖(Λ(1),Λ(2))+ |λ |‖F(u)‖(Λ(1),Λ(2))

= ‖v‖(Λ(1),Λ(2))+ |λ |[|F(u)(a)|+(Λ(1),Λ(2))V ( f ◦u; Ib
a )]

≤ ‖v‖(Λ(1),Λ(2))+ |λ |sup
y∈Ib

a

| f (y,u(y))|
∫
Ib
a

(|K(a,y)|+M(y))dy < r

so G(Br)⊂ Br.

Then we show that G is a contraction. For any u1,u2 ∈ Br, we have

‖G(u1−G(u2)‖(Λ(1),Λ(2)) = |G(u1)(a)−G(u2)(a)|+(Λ(1),Λ(2))V ( f ◦u1− f ◦u2; Ib
a )

= |λ |[F(u1)(a)−F(u2)(a)]|+Λ
(1)V1( f ◦u1− f ◦u2; Ib

a )+Λ
(2)V2( f ◦u1− f ◦u2; Ib

a )

+(Λ(1)
Λ
(2))V1,2( f ◦u1− f ◦u2; Ib

a )

≤ |λ
∫

Ib
a

K(a,y)[ f (y,u1(y))− f (y,u2(y))]dy|
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+ |λ |sup
s

sup
Π1

m

∑
i=1

∫
Ib
a

| f (y,u1(y))− f (y,u2(y))|
λ
(1)
i

|K((ti,s),y)−K((ti−1,s),y)|dy

+ |λ |sup
t

sup
Π2

n

∑
j=1

∫
Ib
a

| f (y,u1(y))− f (y,u2(y))|
λ
(2)
j

|K((t,s j),y)−K(t,s j−1),y)|dy

+ |λ | sup
Π1,Π2

m

∑
i=1

n

∑
j=1

∫
Ib
a

| f (y,u1(y))− f (y,u2(y))|
λ
(1)
i λ

(2)
j

|K((ti,s j),y)−K((ti−1,s j),y)−K((ti,s j−1),y)+K((ti−1,s j−1),y)|dy

≤ |λ |sup
y∈Ib

a

| f (y,u1(y))− f (y,u2(y))|{
∫

Ib
a

|K(a,y)|dy

+ sup
s

sup
Π1

∫
Ib
a

m

∑
i=1

|K((ti,s),y)−K((ti−1,s),y)|dy

λ
(1)
i

+ sup
t

sup
Π2

∫
Ib
a

n

∑
j=1

|K((t,s j),y)−K((t,s j−1),y)|dy

λ
(2)
j

+ sup
Π1,Π2

∫
Ib
a

m

∑
i=1

n

∑
j=1

|K((ti,s j),y)−K((ti−1,s j),y)−K((ti,s j−1),y)+K((ti−1,s j−1),y)|dy

λ
(1)
i λ

(2)
j

}

≤ |λ |Lr|u1(y)−u2(y)|
∫
Ib
a

(|K(a,y)|+M(y))dy

≤ |λ |Lrc̃‖u1−u2‖(Λ1,Λ2)

∫
Ib
a

(|K(a,y)|+M(y))dy

≤ ‖u1−u2‖(Λ1,Λ2)

In view of the fixed point principle we infer that G has a unique fixed point in Br. It is clear

that equation (1) has a unique (Λ(1),Λ(2))BV (Ib
a ;R)-solution, defined on Ib

a . �

We shall consider the nonlinear integral equation(1.2). We assume the additional conditions

H4 T = {(t ′,s′) : t ′ ∈ Ia
0 ,s
′ ∈ It ′

0 } and K : T → R is a function such that

|K(s′,s′)|+(Λ(1),Λ(2))V (K(·,s′))< m(s′)

for a.e. s′ ∈ Ib
a , where m : Ib

a → R+ is L-integrable and K(t ′, ·) is L-integrable on It ′
0 for every

t ′ ∈ Ib
a .
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THEOREM 4.1 Under H1, H2, H4, there exists a rectangle R ⊂ Ib
a such that equation (1.2)

has an unique (Λ(1),Λ(2))BV (Ib
a )-solution, defined on R.

Proof. Let r, Lr denote the numbers defined in the proof of Theorem 3.1. Withoutloss of gen-

erality, we assume that a = (a1,a2) = (0,0). Choose a number d = (d1,d2) with d1,d2 > 0 in

such a way that

(4.1) ‖v‖(Λ(1),Λ(2))+ sup
y∈Id

0

| f (y,u(y))|
∫
Id
0

m(s′)ds′ < r

and

(4.2) c̃Lr

∫
Id
0

m(s′)ds′ < 1.

Put

K̃(t ′,s′) =


K(t ′,s′), s′ ∈ It ′

0

0, s′ ∈ It ′
0 .

and R = [0,d1]× [0,d2]. Define

G(u)(t ′) = v(t ′)+F(u)(t ′),

where

F(u)(t ′) =
∫

It′
0

K(t ′,s′) f (s′,u(s′))ds′,u ∈ Br, t ′ ∈R,

and Br denotes the closed ball of center zero and radius r in the space (Λ(1),Λ(2))BV (R). Now,

we verify that G maps Br into itself. Indeed, we have

‖G(u)‖(Λ(1),Λ(2)) ≤ ‖v‖(Λ(1),Λ(2))+‖F(u)‖(Λ(1),Λ(2))

= ‖v‖(Λ(1),Λ(2))+ |F(u(0))|+(Λ(1),Λ(2))V ( f ◦u)

= ‖v‖(Λ(1),Λ(2))+Λ
(1)V1( f ; Ib

a )+Λ
(2)V2( f ; Ib

a )+(Λ(1)
Λ
(2))V1,2( f ; Ib

a )

= ‖v‖(Λ(1),Λ(2))+ sup
s

sup
Π1

m

∑
i=1

|(F ◦u)(ti,s)− (F ◦u)(ti−1,s)|
λ
(1)
i
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+ sup
t

sup
Π2

n

∑
j=1

|(F ◦u)(t,s j)− (F ◦u)(t,s j−1)|
λ
(2)
j

+ sup
Π1,Π2

m

∑
i=1

n

∑
j=1

|(F ◦u)(ti,s j)− (F ◦u)(ti−1,s j)− (F ◦u)(ti,s j−1)+(F ◦u)(ti−1,s j−1)|
λ
(1)
i λ

(2)
j

= ‖v‖(Λ(1),Λ(2))+ sup
s

sup
Π1

m

∑
i=1

|
∫

It′
0
[K((ti,s),y)−K((ti−1,s),y)] f (y,u(y))dy|

λ
(1)
i

+ sup
t

sup
Π2

n

∑
j=1

|
∫

It′
0
[K((t,s j),y)−K((t,s j−1),y)] f (y,u(y))dy|

λ
(2)
j

+ sup
Π1,Π2

m

∑
i=1

n

∑
j=1∫

It′
0

|[K((ti,s j),y)−K((ti−1,s j),y)−K((ti,s j−1),y)+K((ti−1,s j−1),y)] f (y,u(y))dy|
λ
(1)
i λ

(2)
j

= ‖v‖(Λ(1),Λ(2))+ sup
s

sup
Π1

m

∑
i=1

|
∫

Id
0
[K̃((ti,s),y)− K̃((ti−1,s),y)] f (y,u(y))dy|

λ
(1)
i

+ sup
t

sup
Π2

n

∑
j=1

|
∫

Id
0
[K̃((t,s j),y)− K̃((t,s j−1),y)] f (y,u(y))dy|

λ
(2)
j

+ sup
Π1,Π2

m

∑
i=1

n

∑
j=1∫

Id
0

|[K̃((ti,s j),y)− K̃((ti−1,s j),y)− K̃((ti,s j−1),y)+ K̃((ti−1,s j−1),y)] f (y,u(y))dy|
λ
(1)
i λ

(2)
j

≤ ‖v‖(Λ(1),Λ(2))+ sup
y∈Id

0

| f (y,u(y))|
∫

Id
0

m(s)ds < r

for u1,u2 ∈ Br. Thus G(Br)⊂ Br, for any u1,u2 ∈ Br, we obtain

‖G(u1)−G(u2)‖(Λ(1),Λ(2)) = (Λ(1),Λ(2))V (F(u1)−F(u2))

= Λ
(1)V1(F(u1)−F(u2); Ib

a )+Λ
(2)V2(F(u1)−F(u2); Ib

a )

+(Λ(1)
Λ
(2))V1,2(F(u1)−F(u2); Ib

a )

≤ sup
s

sup
Π1

∫
It′
0

m

∑
i=1

| f (y,u1(y))− f (y,u2(y))|
λ
(1)
i

|K((ti,s),y)−K((ti−1,s),y)|dy

+ sup
t

sup
Π2

∫
It′
0

n

∑
j=1

| f (y,u1(y))− f (y,u2(y))|
λ
(2)
j

|K((t,s j),y)−K((t,s j−1),y)|dy
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+ sup
Π1,Π2

∫
It′
0

m

∑
i=1

n

∑
j=1

| f (y,u1(y))− f (y,u2(y))|
λ
(1)
i λ

(2)
j

|K((ti,s j),y)−K((ti−1,s j),y)−K((ti,s j−1),y)+K((ti−1,s j−1),y)|dy

≤ sup
y∈R
| f (y,u1(y))− f (y,u2(y))|{sup

s
sup
Π1

∫
Id
0

m

∑
i=1

|K̃((ti,s),y)− K̃((ti−1,s),y)|dy

λ
(1)
i

+ sup
t

sup
Π2

∫
Id
0

n

∑
j=1

|K̃((t,s j),y)− K̃((t,s j−1),y)|dy

λ
(2)
j

+ sup
Π1,Π2

∫
Id
0

m

∑
i=1

n

∑
j=1

|K̃((ti,s j),y)− K̃((ti−1,s j),y)− K̃((ti,s j−1),y)+ K̃((ti−1,s j−1),y)|dy

λ
(1)
i λ

(2)
j

}

≤ Lr|u1−u2|
∫
Ib
a

(m(y))dy

≤ Lrc̃‖u1−u2‖(Λ1,Λ2)

∫
Ib
a

(m(y))dy

≤ ‖u1−u2‖(Λ1,Λ2)

In view of the Banach fixed point principle we infer that G has a unique fixed point in Br,

which is obviously a (Λ1,Λ2)BV (Ib
a )-solution of (1.2), defined on R. The proof is complete.

�

We shall study the existence of solutions of Hammerstein and the Volterra Hammerstein

integral equations in the space of two-variables continuous (Λ1,Λ2)BV functions. We denote

the Banach space of all continuous functions f : Ib
a → R by C(Ib

a ,R) with the norm

‖ f‖C = sup
(t,s)∈Ib

a

‖ f (t,s)‖.

We assume the following hypothesis:

H5 v : Ib
a → R is a continuous (Λ(1),Λ(2))BV (Ib

a ;R) function.

H6 For each ε > 0 there exists δ > 0 such that for all t,s,τ ∈ Ib
a : t = (t ′, t ′′), s = (s′,s′′) and

τ = (τ ′,τ ′′),

‖τ− t‖< δ ⇒ |K(τ,s)−K(t,s)< ε .
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THEOREM 5.1 Under the assumptions H2, H3, H5, H6, there exists a number ρ > 0 such

that for every λ with |λ | < ρ , equation (1.1) has a unique continuous (Λ(1),Λ(2))BV (Ib
a ;R)-

solution, defined on Ib
a .

Proof. Consider the space (Λ(1),Λ(2))BVC(Ib
a ;R) = (Λ(1),Λ(2))BV (Ib

a ;R)∩C(Ib
a ;R) with the

norm ‖ · ‖(Λ(1),Λ(2))BVC(Ib
a ;R). Let {un}n∈N be a sequence in (Λ(1),Λ(2))BVC(Ib

a ;R) such that

‖un− u‖(Λ(1),Λ(2))BV (Ib
a ;R) → 0, for some u ∈ (Λ(1),Λ(2))BV (Ib

a ;R). Then it’s clear that ‖un−

u‖C(Ib
a ;R)→ 0, so u ∈C(Ib

a ;R). Hence (Λ(1),Λ(2))BVC(Ib
a ;R) is clear a Banach space. Denote

the closed ball of center zero and radius r in the space (Λ(1),Λ(2))BVC(Ib
a ;R) by Br. Define the

mappings F and G the same as in the proof of Theroem 3.1. Since

|G(u)(t)−G(u)(τ)| ≤ |v(t)− v(s)|+ |λ |sup
s∈Ib

a

| f (u(s))|
∫

Ib
a
|K(t,s)−K(τ,s)|ds

for u ∈ Br, t,τ ∈ Ib
a . By H5 and H6, we infer that G(u) is a continuous function. The next

process of proof is similar to Theorem 3.1. �

Further more,

H7 For each ε > 0 there exists δ > 0 such that for all t,τ ∈ Ib
a and every s ∈ It

0∩ Iτ
0 ,

‖τ− t‖< δ ⇒ |K(τ,s)−K(t,s)|< ε .

THEOREM 5.2 Under the assumptions H2, H4, H5, H7, there exists a rectangleR ⊂ Ib
a such

that the equation (1.2) has a unique continuous (Λ(1),Λ(2))BV (Ib
a ;R)-solution, defined on Ib

a .
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