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Abstract. In this paper, we investigate a generalized system for nonlinear variational inequalities based on a two-step algorithm. Convergence theorems of solutions are established in the framework of Banach spaces.
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1. Introduction-Preliminaries

Systems of variational inequalities have significant applications in various fields of mathematics, physics, economics, and engineering sciences. The solvability of systems of variational inequalities based on iterative methods has been extensively investigated; see [1-17] and the references therein.

Let \( B \) be a Banach space and let \( B^* \) be the dual space of \( B \). Let \( \langle \cdot , \cdot \rangle \) denote the duality pairing of \( B^* \) and \( B \). We consider the following the variational inequality: Find \( x \in K \) such that

\[
\langle Tx, y - x \rangle \geq 0, \quad \forall y \in K,
\]

(1.1)
where $K$ is a nonempty, closed and convex subset of $B$ and $T : K \to B^*$. A point $x_0 \in K$ is called a solution of the variational inequality (1.1) if, for every $y \in K$, $\langle Tx_0, y - x_0 \rangle \geq 0$. The variational inequality (1.1) has been intensively considered due to its various applications in operations research, economic equilibrium and engineering design. When $T$ has some monotonicity, many iterative methods for solving the variational inequality (1.1) have been developed. Recently, applying the generalized projection operator in uniformly convex and uniformly smooth Banach spaces, Li [1] established the convergence of a Mann type iterative scheme for variational inequalities in compact subsets of Banach spaces. Fan [2] also studied the same problem in noncompact subsets of Banach spaces and extended Li’s results to some extent.

In this paper, we consider, based on the generalized projection methods, the approximate solvability of a system of nonlinear variational inequalities in the framework of Banach spaces. Our results obtained in this paper main generalize the results of Li [1], Fan [2], and Verma [3].

Let $X, Y$ be Banach spaces, $T : D(T) \subset X \to Y$, the operator $T$ is said to be compact if it is continuous and maps the bounded subsets of $D(T)$ onto the relatively compact subsets of $Y$; the operator $T$ is said to be weak to norm continuous if it is continuous from the weak topology of $X$ to the strong topology of $Y$. We denote by $J : B \to 2^{B^*}$ the normalized duality mapping from $B$ to $2^{B^*}$, defined by

$$J(x) := \{y \in B^* : \langle y, x \rangle = \|y\|^2 = \|x\|^2\}, \quad \forall x \in B.$$ 

It is well known that $J$ is single-valued and norm to weak* continuous if $B$ is smooth. In [4], Alber introduced the functional $V : B^* \times B \to \mathbb{R}$ defined by

$$V(\varphi, x) = \|\varphi\|^2 - 2\langle \varphi, x \rangle + \|x\|^2,$$

where $\varphi \in B^*$ and $x \in B$. It is easy to see that

$$(\|\varphi\| - \|x\|)^2 \leq V(\varphi, x) \leq (\|\varphi\| + \|x\|)^2.$$

Thus the functional $V : B^* \times B \to \mathbb{R}^+$ is nonnegative.

**Definition 1.1** [5]. If $B$ be a uniformly convex and uniformly smooth Banach space, the generalized projection $\pi_K : B^* \to K$ is a mapping that assigns an arbitrary point $\varphi \in B^*$ to the minimum
point of the functional $V(\varphi, x)$, i.e., a solution to the minimization problem

$$V(\varphi, \pi_K \varphi) = \inf_{y \in K} V(\varphi, y).$$

(1.2)

It was proved that the generalized projection operator $\pi_K : B^* \to K$ is continuous, if $B$ is a reflexive, strictly convex and smooth Banach space. In what follows, we let $B$ be a uniformly convex and uniformly smooth Banach space, unless otherwise specified. Then $B$ is reflexive and strictly convex. Thus the generalized projection operator $\pi_K : B^* \to K$ is continuous. The functional $V_2 : B \times B \to \mathbb{R}$ is defined by

$$V_2(x, y) = V(Jx, y), \forall x, y \in B.$$

The following properties of the operators $\pi_K, V$ are useful for our paper. (See, for example, [1,2,11].)

1. $V : B^* \times B \to \mathbb{R}$ is continuous.
2. $V(\varphi, x) = 0$ if and only if $\varphi = J(x)$.
3. $V(J\pi_K \varphi, x) \leq V(\varphi, x)$ for all $\varphi \in B^*$ and $x \in B$.
4. The operator $\pi_K$ is $J$ fixed in each point $x \in K$, i.e., $\pi_K(Jx) = x$.
5. If the Banach space $B$ is uniformly smooth, then for all $\varphi_1, \varphi_2 \in B^*$, we have

$$\|\pi_K \varphi_1 - \pi_K \varphi_2\| \leq 2R_1 g_B^{-1}(\|\varphi_1 - \varphi_2\|/R_1),$$

where $R_1 = (\|\pi_K \varphi_1\|^2 + \|\pi_K \varphi_2\|^2)^{1/2}$, and $g_B^{-1}$ is the inverse function to $g_B$ that is defined by the modulus of smoothness for an uniformly smooth Banach space.

6. If $B$ is smooth, then operator $\pi_K : B^* \to K$ is single valued and for any given $\varphi \in B^*$,

$$\langle \varphi - J\varphi, \varphi - x \rangle \geq 0, \forall x \in K \Leftrightarrow \varphi = \pi_K \varphi.$$

In 1996, Alber proved the following theorem.

**Theorem A** [6] Let $B$ be a reflexive, strictly convex and smooth Banach space with dual $B^*$. Let $T$ be an arbitrary operator from Banach space $B$ to $B^*$, $\alpha$ an arbitrary fixed positive number. Then the point $x \in K \subset B$ is a solution of variational inequality (1.1) if and only if $x$ is a solution of the operator equation in $B$

$$x = \pi_K(Jx - \alpha Tx).$$
In this paper, we investigate the following system of nonlinear variational inequality (SNVI) problem:

Find \( x^*, y^* \in K \) such that

\[
\langle sT_1 y^* + Jx^* - Jy^*, x - x^* \rangle \geq 0, \quad \forall x \in K, s > 0, \quad (1.3)
\]

\[
\langle tT_2 x^* + Jy^* - Jx^*, x - x^* \rangle \geq 0, \quad \forall x \in K, t > 0, \quad (1.4)
\]

where \( T_i : K \to B^* \) are nonlinear mappings for \( i = 1, 2 \) and \( J : B \to B^* \) is a normalized duality mapping.

One can easily see the SNVI problems (1.3) and (1.4) are equivalent to the following projection formulas:

\[
x^* = \pi_K[Jy^* - sT_1 y^*], \quad s > 0, \quad (1.5)
\]

\[
y^* = \pi_K[Jx^* - tT_2 x^*], \quad t > 0, \quad (1.6)
\]

Next, we consider some special classes of the SNVI problems (1.3) and (1.4) as follows:

(I) If \( t = 0 \) then the SNVI problems (1.3) and (1.4) collapse to the following NVI:

Find \( x^* \in K \) such that

\[
\langle sT_1 x^*, x - x^* \rangle \geq 0, \quad \forall x \in K, s > 0, \quad (1.7)
\]

which considered by Fan [9].

(II) If \( T_1 = T_2 = T \), then the SNVI problems (1.3) and (1.4) reduce to the following nonlinear system of variational inequality problem (SNVI):

Find \( x^*, y^* \in K \) such that

\[
\langle sTy^* + Jx^* - Jy^*, x - x^* \rangle \geq 0, \quad \forall x \in K, s > 0, \quad (1.8)
\]

\[
\langle tTx^* + Jy^* - Jx^*, x - x^* \rangle \geq 0, \quad \forall x \in K, t > 0, \quad (1.9)
\]

where \( T : K \to B^* \) be a nonlinear mapping.

(III) If \( K \) is a closed convex cone of \( B \), then the SNVI problems (1.3) and (1.4) are equivalent to the following system (SNC) of nonlinear complementarity problems:

Find \( x^*, y^* \in K \) such that

\[
T_1 y^* \in K^*, \quad T_2 x^* \in K^*,
\]
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\[ \langle sT_1y^* + Jx^* - Jy^*, x^* \rangle = 0, \quad s > 0, \]  
\[ \langle tT_2x^* + Jy^* - Jx^*, x^* \rangle = 0, \quad t > 0, \]

where \( K^* \) is the polar cone to \( C \) defined by

\[ K^* = \{ f \in B : \langle f, x \rangle \geq 0, \quad \forall x \in K \}. \]

(IV) If \( B = H \), a Hilbert space then the SNVI problems (1.3) and (1.4) reduce to the following nonlinear system of variational inequality problem (SNVI):

Find \( x^*, y^* \in K \) such that

\[ \langle sT_1y^* + x^* - y^*, x - x^* \rangle \geq 0, \quad \forall x \in K, s > 0, \]  
\[ \langle tT_2x^* + y^* - x^*, x - x^* \rangle \geq 0, \quad \forall x \in K, t > 0, \]

where \( T_i : K \rightarrow B^* \) are nonlinear mappings for \( i = 1, 2 \).

(V) If \( B = H \) and \( T_1 = T_2 \), a Hilbert space then the SNVI problems (1.3) and (1.4) reduce to the following nonlinear system of variational inequality problem (SNVI):

Find \( x^*, y^* \in K \) such that

\[ \langle sTy^* + x^* - y^*, x - x^* \rangle \geq 0, \quad \forall x \in K, s > 0, \]  
\[ \langle tTx^* + y^* - x^*, x - x^* \rangle \geq 0, \quad \forall x \in K, t > 0, \]

where \( T : K \rightarrow B^* \) is a nonlinear mapping.

2. Algorithms

**Algorithm 2.1.** For any \( x_0, y_0 \in K \), compute the sequences \( \{x_n\}, \{y_n\} \) and \( \{z_n\} \) by the iterative process:

\[
\begin{align*}
y_n &= \pi_K[Jx_n - tT_2x_n], \\
x_{n+1} &= (1 - \alpha_n)x_n + \alpha_n\pi_K[Jy_n - sT_1y_n],
\end{align*}
\]

where \( \{\alpha_n\} \) is a sequence in \([0, 1]\) for all \( n \geq 0 \).

(I) If \( t = 0 \) in Algorithm 2.1, then we have the following:
Algorithm 2.2. For any \(x_0 \in K\), compute the sequences \(\{x_n\}\) by the iterative process:

\[
x_{n+1} = (1 - \alpha_n)x_n + \alpha_n \pi_K[Jx_n - sTx_n],
\]

where \(\{\alpha_n\}\) is a sequence in \([0, 1]\) for all \(n \geq 0\).

(II) If \(T_1 = T_2 = T\) in Algorithm 2.1, then we have the following:

Algorithm 2.3. For any \(x_0, y_0 \in K\), compute the sequences \(\{x_n\}\) and \(\{y_n\}\) by the iterative process:

\[
\begin{align*}
y_n &= \pi_K[Jx_n - tTx_n], \\
x_{n+1} &= (1 - \alpha_n)x_n + \alpha_n \pi_K[Jy_n - sTy_n],
\end{align*}
\]

where \(\{\alpha_n\}\) is a sequence in \([0, 1]\) for all \(n \geq 0\).

(III) If \(J = I\), the identity mapping in Algorithm 2.1, then we have the following:

Algorithm 2.4. For any \(x_0, y_0 \in K\), compute the sequences \(\{x_n\}\) and \(\{y_n\}\) by the iterative process:

\[
\begin{align*}
y_n &= P_K[x_n - tT_2x_n], \\
x_{n+1} &= (1 - \alpha_n)x_n + \alpha_n P_K[y_n - sT_2y_n],
\end{align*}
\]

where \(P_k\) is a metric projection from a Hilbert space to its closed convex subset \(K\) and \(\{\alpha_n\}\) is a sequence in \([0, 1]\) for all \(n \geq 0\).

(IV) If \(J = I\) and \(T_1 = T_2\), the identity mapping in Algorithm 2.1, then we have the following:

Algorithm 2.5. For any \(x_0, y_0 \in K\), compute the sequences \(\{x_n\}\) and \(\{y_n\}\) by the iterative process:

\[
\begin{align*}
y_n &= P_K[x_n - tTx_n], \\
x_{n+1} &= (1 - \alpha_n)x_n + \alpha_n P_K[y_n - sTy_n],
\end{align*}
\]

where \(P_k\) is a metric projection from a Hilbert space to its closed convex subset \(K\) and \(\{\alpha_n\}\) is a sequence in \([0, 1]\) for all \(n \geq 0\).

In order to prove our main results, we need the following lemmas and definitions.

Lemma 2.3 [7]. Let \(B\) be a uniformly convex Banach space. Then for arbitrary \(r > 0\), there exists a continuous, strictly increasing convex function \(g : \mathbb{R}^+ \to \mathbb{R}^+, g(0) = 0\), such that for all
$x_1, x_2$ and $y \in B_r(0) := \{ x \in B : \|x\| \leq r \}$ and for any $\alpha \in [0, 1]$, the following inequality holds:

$$V_2(\alpha x_1 + (1 - \alpha)x_2, y) \leq \alpha V_2(x_1, y) + (1 - \alpha)V_2(x_2, y) - \alpha(1 - \alpha)g(\|x_1 - x_2\|).$$

**Lemma 2.4** [8]. Let $B$ be a real Banach space and $J : B \to B^*$ be the normalized duality mapping, then for any $x, y \in B$ the following holds:

$$\|x + y\|^2 \leq \|x\|^2 + 2 \langle y, J^{-1}(x + y) \rangle, \quad \forall x, y \in B^*. $$

**3. Convergence Theorems**

**Theorem 3.1.** Let $B$ be an uniformly convex and uniformly smooth Banach space and let $K$ be a closed and convex subset of $B$. Let $T_1$ and $T_2 : K \to B^*$ be mappings on $K$ such that $J - sT_1$ and $J - tT_2$ are compact and

$$\langle T_1x, J^*[Jx - sT_1x] \rangle \geq 0 \quad \text{and} \quad \langle T_2x, J^*[Jx - tT_2x] \rangle \geq 0, \quad (3.1)$$

for all $x \in K$, where $J^* = J^{-1}$ is the normalized duality mapping on $B^*$. Suppose that $(x^*, y^*) \in K \times K$ is a solution to the SNVI problem (1.3)-(1.4). Assume that $\{x_n\}$ and $\{y_n\}$ are the sequences generated by Algorithm 2.1. If $\{\alpha_n\} \subset [0, 1]$ satisfies condition $0 < a \leq \alpha_n \leq b < 1$.

Then the sequences $\{x_n\}$ and $\{y_n\}$ converge strongly to $x^*$ and $y^*$, respectively.

**Proof.** In view of Lemma 2.3, we have

$$V_2(x_{n+1}, u) \leq (1 - \alpha_n)V_2(x_n, u) + \alpha_nV_2(\pi_K[Jy_n - sT_1y_n], u)$$

$$- \alpha_n(1 - \alpha_n)g(\|\pi_K[Jy_n - sT_1y_n] - x_n\|), \forall u \in B \quad (3.2)$$
By the definition of $V$ and $V_2$, we have

\[
V_2(π_K[Jy_n - sT_1y_n], u) 
\leq V(Jy_n - sT_1y_n, u) 
= \|Jy_n - sT_1y_n\|^2 + \|u\|^2 - 2\langle Jy_n - sT_1y_n, u \rangle 
\leq \|Jy_n\|^2 - 2s\langle T_1y_n, J^*(Jy_n - sT_1y_n) \rangle + \|u\|^2 - 2\langle Jy_n - sT_1y_n, u \rangle 
= V(Jy_n, u) - 2s\langle T_1y_n, J^*(Jy_n - sT_1y_n) - u \rangle 
= V_2(y_n, u) - 2s\langle T_1y_n, J^*(Jy_n - sT_1y_n) - u \rangle. 
\]

In the same way, we obtain that

\[
V_2(y_n, u) = V(Jπ_K[Jx_n - tT_2x_n], u) 
\leq V(Jx_n - tT_2x_n, u) 
= \|Jx_n - tT_2x_n\|^2 + \|u\|^2 - 2\langle Jx_n - tT_2x_n, u \rangle 
\leq \|Jx_n\|^2 - 2t\langle T_2x_n, J^*(Jx_n - tT_2x_n) \rangle + \|u\|^2 - 2\langle Jx_n - tT_2x_n, u \rangle 
= V(Jx_n, u) - 2t\langle T_2x_n, J^*(Jx_n - tT_2x_n) - u \rangle 
= V_2(x_n, u) - 2t\langle T_2x_n, J^*(Jx_n - tT_2x_n) - u \rangle. 
\]

Combining (3.3) and (3.4) yields that

\[
V_2(π_K[Jy_n - sT_1y_n], u) \leq V_2(x_n, u) - 2t\langle T_2x_n, J^*(Jx_n - tT_2x_n) - u \rangle - 2s\langle T_1y_n, J^*(Jy_n - sT_1y_n) - u \rangle. 
\]

Substitute (3.5) into (3.2) yields that

\[
V_2(x_{n+1}, u) \leq V_2(x_n, u) - 2αn t\langle T_2x_n, J^*(Jx_n - tT_2x_n) - u \rangle 
- 2αn s\langle T_1y_n, J^*(Jy_n - sT_1y_n) - u \rangle 
- αn (1 - αn) g(\|π_K[Jy_n - sT_1y_n] - x_n\|). 
\]

Since $u ∈ B$ is arbitrary, we, without loss any generality, choose $u = θ$, the zero element in $B$. It follows from (3.6) and condition (3.1) that

\[
αn (1 - αn) g(\|π_K[Jy_n - sT_1y_n] - x_n\|) \leq V_2(x_n, θ) - V_2(x_{n+1}, θ). 
\]
Noticing that $0 < a \leq \alpha_n \leq b < 1$ and taking the sum for $i = 1, 2, \ldots, n$, we arrive at

$$a(1-b) \sum_{i=1}^{n} g(||\pi_K[Jy_i - sT_1y_i] - x_i||) \leq V_2(x_0, \theta) - V_2(x_{n+1}, \theta).$$

It follows from $V_2 : B \times B \to R^+$ is nonnegative and $V_2(x_0, \theta) < \infty$ that $\sum_{i=1}^{\infty} g(||\pi_K[Jy_i - sT_1y_i] - x_i||) < \infty$. Therefore, we have $\lim_{n \to \infty} g(||\pi_K[Jy_n - sT_1y_n] - x_n||) = 0$. Notice the properties of $g$ implies that

$$\lim_{n \to \infty} ||\pi_K[Jy_n - sT_1y_n] - x_n|| = 0. \quad (3.8)$$

Noticing that $V_2(x_{n+1}, \theta) \leq V_2(x_n, \theta)$, we have $||x_{n+1}|| \leq ||x_n||$, which implies that $\{x_n\}$ is bounded, so are $\{y_n\}$ and $\{z_n\}$. Since the sequence $\{y_n\}$ is bounded and $J - sT_1$ is compact on $K$, then the sequence $\{Jy_n - sT_1y_n\}$ must have a subsequence $\{Jy_{n_k} - sT_1y_{n_k}\}$, which converges to a point $f_1 \in B^\ast$. By the continuity of the projection operator $\pi_k$, we have

$$\lim_{i \to \infty} \pi_K[Jy_{n_k} - sT_1y_{n_k}] = \pi_K(f_1). \quad (3.9)$$

Let $x^* =: \pi_K(f_1)$. On the other hand, we have

$$||x_{n_k} - x^*|| \leq ||x_{n_k} - \pi_K[Jy_{n_k} - sT_1y_{n_k}]|| + ||\pi_K[Jy_{n_k} - sT_1y_{n_k}] - x^*||, \quad (3.10)$$

which combines with (3.8) and (3.9) yields that $\lim_{i \to \infty} x_{n_k} = x^*$. In virtue of arbitrary subsequence of $\{x_n\}$ having above property, we have

$$\lim_{n \to \infty} x_n = x^*. \quad (3.11)$$

It follows from (3.8), (3.11) and the continuity properties of the operators $\pi_K$ and $J - sT_1$ that

$$x^* = \pi_K[Jy^* - sT_1y^*]. \quad (3.12)$$

Since the sequence $\{x_n\}$ is bounded and $J - tT_2$ is compact on $K$, then the sequence $\{Jx_n - tT_2x_n\}$ must have a subsequence $\{Jx_{n_k} - tT_2x_{n_k}\}$, which converges to a point $f_2 \in B^\ast$. By the continuity of the projection operator $\pi_k$, we have

$$\lim_{i \to \infty} \pi_K[Jx_{n_k} - tT_2x_{n_k}] = \pi_K(f_2). \quad (3.13)$$

Let $y^* =: \pi_K(f_2)$. On the other hand, we have $||y_{n_k} - y^*|| \leq ||y_{n_k} - \pi_K[Jx_{n_k} - tT_2x_{n_k}]|| + ||\pi_K[Jx_{n_k} - tT_2x_{n_k}] - y^*||$, which combines with (2.1) and (3.13) yields that $\lim_{i \to \infty} y_{n_k} = y^*$. Since $\{y_{n_k}\}$ is
arbitrary, we have \( \lim_{n \to \infty} y_n = y^* \). It follows from (2.1) and the continuity properties of the operators \( \pi_K \) and \( J - tT_2 \) that
\[ y^* = \pi_K [Jx^* - tT_2x^*]. \]
This completes the proof.
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