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Abstract. In this paper, we study an impulsive Lasota-Wazewska model with multiple time-varying delays on time scales. Based on some basic results about almost periodic dynamic equations on time scales, we obtain some sufficient conditions for the existence and exponential stability of the almost periodic solution to the model. Finally, we give an example to illustrate our main results.
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1. Introduction

In order to describe the survival of red blood cells in animal, Wazewska-Czyzewska and Lasota [1] proposed the following autonomous functional differential equation

\[ x'(t) = -\alpha x(t) + \beta e^{-\gamma(t-\omega)}, \]  

(1)
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where \( x(t) \) denotes the number of red blood cells at time \( t \), \( \alpha \) is the rate of the red blood cells, \( \beta \) and \( \gamma \) describe the production of red blood cells per unite time and \( \omega \) is the time required to produce a red blood cell. The model and its modifications have been extensively and intensively studied about its oscillation, global attractivity, periodic solutions, almost periodic solutions and so on (see [2-10] and the references cited therein) have been obtained.

In real world phenomenon, the environment varies due to the factors such as seasonal effects of weather, food supplies, mating habits, harvesting. So it is usual to assume the periodicity of parameters in the systems. However, if the various constituent components of the temporally nonuniform environment is with incommensurable (nonintegral multiples) periods, then one has to consider the environment to be almost periodic since there is no a priori reason to expect the existence of periodic solutions. For this reason, the assumption of almost periodicity is more realistic, more important and more general.

It is well known that both continuous time and discrete time are of importance in applications. People usually study the continuous time and the discrete time separately, because it is troublesome to study them together. The theory of measure chains, was introduced by Hilger in his Ph.D. thesis in 1988 [11] in order to unify continuous and discrete analysis. Therefore, the theory has recently received a lot of attention (see [12-17] and the references cited therein).

On the other hand, the theory of impulsive differential equations is now being recognized to be richer than the corresponding theory of differential equations without impulses. Meanwhile it represents a more natural framework for mathematical modelling of many real-world phenomena, such as population dynamic models and Lasota-Wazewska model since many dynamical processes are characterized by the fact that at certain moments of time they undergo abrupt changes of state (see [18-23] and the references cited therein). However, the study on the existence and exponential stability of the almost periodic solution to impulsive Lasota-Wazewska model with multiple time-varying delays on time scales is rare, so it is meaningful to discuss it.

Motivated by the above works, we are concerned with the existence and exponential stability of almost periodic solutions to impulsive Lasota-Wazewska model with multiple time-varying delays described by the following differential equations on time scales
\[
\begin{cases}
    x^\Delta(t) = -\alpha(t)x(t) + \sum_{j=1}^{m} \beta_j(t)e^{-\gamma_j(t)x(t-\omega_j(t))}, t \neq t_k, \\
    \Delta x(t_k) = h_kx(t_k) + \delta_k, t \in \mathbb{Z},
\end{cases}
\]

where \( t \in \mathbb{T}, t - \omega_j(t) \in \mathbb{T}, j = 1, 2, \ldots, m. \) \( \Delta x(t_k) = x(t_k^+) - x(t_k^-) \) is impulses at moments \( t_k \) and \( t_1 < t_2 < \cdots \) is a strictly increasing sequence such that \( \lim_{t \to +\infty} t_k = +\infty, h_k, \delta_k \in \mathbb{R}. \) Due to the biological interpretation of (2), only positive solutions are meaningful and therefore admissible.

For any bounded function \( a(t) \) on \( \mathbb{T}, \) we introduce the following notations:

\[
\bar{a} = \sup_{t \in \mathbb{T}} a(t), \ a = \inf_{t \in \mathbb{T}} a(t).
\]

\( PC_{rd}(\mathbb{T}, \mathbb{X}) \) denote the set of all rd-piecewise continuous functions from the time scale \( \mathbb{T} \) to a Banach space \( \mathbb{X} \) which will be introduced in Section 2.

We introduce the following conditions:

\( (H_1) \) The functions \( \alpha(t), \beta_j(t), \gamma_j(t), \omega_j(t) \in PC_{rd}(\mathbb{T}, \mathbb{R}^+) \) are almost periodic functions on \( \mathbb{T}, j = 1, 2, \cdots, m. \) There exist positive constants \( \lambda \) such that \( \alpha(t) \leq \lambda. \)

\( (H_2) \) \( \{h_k\}, \{\delta_k\} \) are almost periodic sequences.

\( (H_3) \) The set of sequences \( \{t^j_k\} \) are equipotentially almost periodic and \( \inf_k t^j_k = \theta > 0, \) where \( t^j_k = t_{k+j} - t_k, k \in \mathbb{Z}, j \in \mathbb{Z}. \)

Let \( t_0 \in \mathbb{T}, \) introduce the notation: \( PC_{rd}(t_0) \) is the space of all functions \( \phi : [t_0 - \bar{\omega}, t_0] \to \Omega_0 \) with respect to a sequence \( \theta_1, \theta_2, \cdots, \theta_s \in (t_0 - \bar{\omega}, t_0)_\mathbb{T}. \)

Let \( \phi_0 \) be an element of \( PC_{rd}(t_0). \) Denote by \( \eta(t) = \eta(t; t_0, \phi_0), \phi_0 \in \Omega_0 \) the solution of system (2), satisfying the initial conditions:

\[
\begin{cases}
    \eta(t; t_0, \phi_0) = \phi_0(t), t \in (t_0 - \bar{\omega}, t_0)_\mathbb{T}, \\
    \eta(t^+_0; t_0, \phi_0) = \phi_0(t).
\end{cases}
\]

2. Preliminaries

In this section, we will introduce some basic definitions, lemmas which are used in the proof of our main results.

Let \( \mathbb{T} \) be a time scale, i.e., \( \mathbb{T} \) is a nonempty closed subset of \( \mathbb{R}. \)
Definition 2.1. [13] Let $\mathbb{T}$ be a time scale. For $t \in \mathbb{T}$, we define the forward jump operator $\sigma : \mathbb{T} \to \mathbb{T}$ by $\sigma(t) = \inf\{s \in \mathbb{T} : s > t\}$, and the backward jump operator $\rho : \mathbb{T} \to \mathbb{T}$ by $\rho(t) = \sup\{s \in \mathbb{T} : s < t\}$, while the graininess function $\mu : \mathbb{T} \to [0, +\infty)$ is defined by $\mu(t) = \sigma(t) - t$. If $\sigma(t) > t$, we say that $t$ is right-scattered, while if $\rho(t) < t$ we say that $t$ is left-scattered. Also, if $t < \sup \mathbb{T}$ and $\sigma(t) = t$, then $t$ is called right-dense, and if $t > \inf \mathbb{T}$ and $\rho(t) = t$, then $t$ is called left-dense. If $\mathbb{T}$ has a left-scattered maximum $m_1$, defined $\mathbb{T}^\kappa = \mathbb{T} - \{m_1\}$; otherwise, set $\mathbb{T}^\kappa = \mathbb{T}$. If $\mathbb{T}$ has a right-scattered minimum $m_2$, defined $\mathbb{T}_\kappa = \mathbb{T} - \{m_2\}$; otherwise, set $\mathbb{T}_\kappa = \mathbb{T}$.

Definition 2.2. [17] Let $f : \mathbb{T} \to \mathbb{R}$ be a function and let $t = (t_1, t_2, \cdots, t_n) \in \mathbb{T}^\kappa$. Then, we define $f^{\Delta_i}(t)$ to be the number (provided it exists) with the property that for any given $\varepsilon > 0$, there is a neighborhood $U$ of $t_i$ with $U = (t_i - \delta, t_i + \delta) \cap \mathbb{T}$ for some $\delta > 0$ such that

$$|f^{\sigma_i}(t) - f^{\sigma_i}_t(t)| - f^{\Delta_i}(t)[\sigma_i(t) - s]| \leq \varepsilon|\sigma_i(t) - s|$$

for all $s \in U$.

$f^{\Delta_i}(t)$ is called the partial delta derivative of $f$ at $t$ with respect to the variable $t_i$.

Definition 2.3. [13] Define the set $\mathcal{R}^+$ of all positive regressive elements of $\mathcal{R}$ by

$$\mathcal{R}^+ = \mathcal{R}^+(\mathbb{T}, \mathbb{R}) = \{p : 1 + \mu(t)p(t) > 0 \text{ for all } t \in \mathbb{T}\}.$$  

Definition 2.4. [14,16,19] A time scale $\mathbb{T}$ is called an almost periodic time scale if

$$\Pi := \{\tau \in \mathbb{R} : t + \tau \in \mathbb{T}, \text{ for all } t \in \mathbb{T}\} \neq \{0\}.$$  

Definition 2.5. [19] We say $\varphi : \mathbb{T} \to \mathbb{R}^n$ is rd-piecewise continuous with respect to a sequence $\{\tau_i\} \subset \mathbb{T}$ which satisfy $\tau_i < \tau_{i+1}, i \in \mathbb{Z}$, if $\varphi(t)$ is continuous on $[\tau_i, \tau_{i+1})_\mathbb{T}$ and rd-continuous on $\mathbb{T} \setminus \{\tau_i\}$. Furthermore, $\tau_i < \tau_{i+1}, i \in \mathbb{Z}$, are called intervals of continuity of the function $\varphi(t)$.

For convenience, $PC_{rd}(\mathbb{T}, \mathbb{R}^n)$ denotes the set of all piecewise continuous functions with respect to a sequence $\{\tau_i\}, i \in \mathbb{Z}$. For any integers $i$ and $j$, denote $\tau^j_i = \tau_{i+j} - \tau_i$ and consider the sequence $\{\tau^j_i\}, i, j \in \mathbb{Z}$. It is easy to verify that the number $\tau^j_i, i, j \in \mathbb{Z}$ satisfy

$$\tau^j_{i+k} - \tau^j_i = \tau_{i+j} - \tau_i, \tau^j_i - \tau^k_i = \tau^j_{i+k}.$$
Definition 2.6. [19] For any $\varepsilon > 0$, let $\Gamma_\varepsilon \subset \Pi$ be a set of real numbers and $\{\tau_i\} \subset \mathbb{T}$. We say $\{\tau_i^j\}, i, j \in \mathbb{Z}$ is equipotentially almost periodic on an almost periodic time scale $\mathbb{T}$ if for $r \in \Gamma_\varepsilon \subset \Pi$, there exists at least one integer $k$ such that

$$|\tau_i^j - r| < \varepsilon, \text{ for all } i \in \mathbb{Z}.$$ 

Definition 2.7. [19] Let $\mathbb{T}$ be an almost periodic time scale and assume that $\{\tau_i\} \subset \mathbb{T}$ satisfying the derived sequence $\{\tau_i^j\}, i, j \in \mathbb{Z}$, is equipotentially almost periodic. We call a function $\varphi \in PC_{rd}(\mathbb{T}, \mathbb{R}^n)$ almost periodic if:

(i) for any $\varepsilon > 0$, there is a positive number $\delta = \delta(\varepsilon)$ such that if the points $t'$ and $t''$ belong to the same interval of continuity and $|t' - t''| < \delta$, then $\|\varphi(t') - \varphi(t'')\| < \varepsilon$;

(ii) for any $\varepsilon > 0$, there is relative dense set $\Gamma \subset \Pi$ of $\varepsilon$-almost periods such that if $\tau \in \Gamma$, then $\|\varphi(t + \tau) - \varphi(t)\| < \varepsilon$ for all $t \in \mathbb{T}$ which satisfy the condition $|t - \tau| > \varepsilon, i \in \mathbb{Z}$.

Definition 2.8. [19] A subset $S$ of $\mathbb{R}$ is called relatively dense if there exists a positive number $L$ such that $[a, a + L] \cap S \neq \emptyset$ for all $a \in \mathbb{R}$. The number $L$ is called the density index (or the inclusion length) of $S$.

Lemma 2.1. [19] An almost periodic function $\varphi \in PC_{rd}(\mathbb{T}, \mathbb{R}^n)$ is bounded on $\mathbb{T}$.

Lemma 2.2. [19] If $\varphi \in PC_{rd}(\mathbb{T}, \mathbb{R}^n)$ is an almost periodic function, then for any $\varepsilon > 0$, there exists a relative dense set of intervals of a fixed length $\gamma, 0 < \gamma < \varepsilon$, which consist of $\varepsilon$-almost periods of the function $\varphi(t)$.

Lemma 2.3. [19] Let $\varphi \in PC_{rd}(\mathbb{T}, \mathbb{R}^n)$ be an almost periodic function with values in the set $E \subset \mathbb{R}^n$. If $F(y)$ is an uniformly continuous function defined on the set $E$, then the function $F(\varphi(t))$ is almost periodic.

Lemma 2.4. [19] For any two piecewise continuous almost periodic functions with respect to the same sequence $\{\tau_i\} \subset \mathbb{T}$, for any $\varepsilon > 0$ there exists a relative dense set of their common $\varepsilon$-almost periods.

Consider the following system

$$w^\Delta = A(t)w, t \neq t_i, \Delta w|_{t=t_i} = B_iw,$$  \hspace{1cm} (3)
where \( A \in \text{PC}_{rd}(\mathbb{T}, \mathbb{R}^{n \times n}) \) is an \( n \times n \)-matrix function, \( B_i \) are constant matrices, \( \{ \tau_i \} \subset \mathbb{T} \) are fixed times such that \( t_i < t_{i+1}, i \in \mathbb{Z} \).

Denote by \( W(t) \) matrix, the columns of which are the solutions of system (3) that form a fundamental system. The matrix \( W(t) \) will be called an \( n \times n \)-fundamental matrix of system (3) \( (n \geq 2) \). It follows from the definition of the matrix \( W(t) \) that it satisfies the matrix impulsive equation

\[
W^\Delta = A(t)W, \ t \neq t_i; \ \Delta W|_{t=t_i} = B_i W.
\] (4)

A nondegenerate solution of system (4) \( W(t) \), which satisfies the condition \( W(t_0) = E \) will be called the Cauchy matrix of system (3) and denoted by \( W(t, t_0) \).

**Lemma 2.5.** [19] If the following conditions are satisfied:

(a) any compact interval \([a, b]_\mathbb{T}\) contains only a finite number of points \( t_i \);

(b) for all \( i \in \mathbb{Z} \), the matrices \( E + B_i \) are nonsingular.

Then \( W(t, t_0)W^{-1}(\kappa, t_0) = W(t, \kappa) \), where \( t_j \leq t_j + s - 1 < \kappa < t_j + s < t_j + k < t \leq t_{j+s+1}, j, k, s \in \mathbb{Z} \).

Furthermore, any solution of system (2.1) with initial condition \( x(t_0, x_0) = x_0 \) can be written as

\[ x(t; t_0, x_0) = W(t, t_0)x_0. \]

In the following, consider the system

\[
w^\Delta = A(t)w + f(t), \ t \neq t_i; \ \Delta w|_{t=t_i} = B_i w + I_i,
\] (5)

where the matrix \( A \in \text{PC}_{rd}(\mathbb{T}, \mathbb{R}^{n \times n}) \) and \( f(t) \in \text{PC}_{rd}(\mathbb{T}, \mathbb{R}^n) \), \( B_i \) and the times \( t_i \) are the same as in system (3), \( I_i \) are constants, (2.3) will be called linear nonhomogeneous impulsive differential system.

The relationship between nonhomogeneous system (5) and the corresponding homogeneous system (3) is given by the following lemma.

**Lemma 2.6.** [19] If (a), (b) in Lemma 2.5 are satisfied and let \( W(t) \) be a fundamental matrix of system (3). Then for \( t > t_0 \), every solution of system (3) is given by the formula

\[
w(t) = W(t)c + \int_{t_0}^t W^{-1}(\sigma(\tau))f(\tau) \, d\tau + \sum_{t_0 < t_i < t} W^{-1}(t_i) (E + B_i)^{-1} I_i.
\] (6)
In particular, if $W(t) = W(t, t_0)$ is the Cauchy matrix of system (3), then for $t > t_0$, any solution of (5) with initial condition $x(t_0, x_0) = x_0$ can be written as

$$ w(t, x_0) = W(t, x_0)x_0 + \int_{t_0}^{t} W(t, \sigma(\tau)) f(\tau) \Delta \tau + \sum_{t_0 < t_i < t} W(t, t_i + 0) I_i. $$  

(7)

**Lemma 2.7.** [19] If $p \in \mathbb{R}^+$ and $\sup_{t \in \mathbb{T}} |p(t)| = \bar{p} > 0$, then

$$ e_p(t, s) \leq e^{\bar{p}(t-s)} \leq e^{\bar{p}|t-s|}. $$

**Lemma 2.8.** [19] Let $\alpha \in \mathbb{R}^+$. Then $e_{\ominus \alpha}(t, s) \geq e^{-\alpha(t-s)}$, $t > s$, $s, t \in \mathbb{T}$.

### 3. Main results

By Lemmas 2.4 and 2.7, similar to the proof of Lemma 35 in Ref.[20], one can easily show the following:

**Lemma 3.1.** For system (1.1), let $(H_1) - (H_3)$ hold. Then for each $\epsilon > 0$ there exist $\epsilon_1, 0 < \epsilon_1 < \epsilon$, a relative dense set $\mathcal{T} \subset \Pi$ of real numbers, and a set $P$ of integer numbers, such that the following relations are fulfilled:

(a) the following hold:

$$ |\alpha(t + \tau) - \alpha(t)| < \epsilon, |\beta_j(t + \tau) - \beta_j(t)| < \epsilon, |\gamma_j(t + \tau) - \gamma_j(t)| < \epsilon, $$

$$ |\tau_j(t + \tau) - \tau_j(t)| < \epsilon, |t - t_k| > \epsilon, t \in \mathbb{T}, \tau \in \mathcal{T}. $$

(b) the following hold:

$$ |\gamma_k + q - \gamma_k| < \epsilon, |\delta_k + q - \delta_k| < \epsilon, q \in P, k \in \mathbb{Z}. $$

(c) the following hold:

$$ |t^*_k - \tau| < \epsilon_1, q \in P, \tau \in \mathcal{T}, k \in \mathbb{Z}. $$
It follows from Lemmas 2.7 and 3.1, similar to the proof of Lemma 36 in Ref.[20], one can easily show the following lemma:

**Lemma 3.2.** For system (2), let \((H_1) - (H_3)\) hold. Then \(W(t,s)\) of (2) satisfies the inequality

\[
|W(t,s)| \leq e^{-\lambda(t-s)}, \quad t \geq s,
\]

where \(K\) is a positive constant, and \(W(t,s)\) is almost periodic, i.e. for any \(\varepsilon > 0, t, s \in \mathbb{T}\),

\[
|t - t_k| > \varepsilon, \quad |s - t_k| > \varepsilon, \quad k \in \mathbb{Z},
\]

there exists a relatively dense set of almost periods \(\mathcal{T} \subset \Pi\) such that for \(r \in \mathcal{T}\), we have

\[
|W(t + r, s + r) - W(t, s)| < \varepsilon \Gamma e^{-\frac{\lambda}{2}(t-s)},
\]

where \(\Gamma\) is a positive constant.

**Lemma 3.3.** If \(\varphi \in PC_{rd}(\mathbb{T}, \mathbb{R}^n)\) is almost periodic and \(\inf_k \tau_k^q = \theta > 0, \quad q \in \mathbb{Z}\), then \(\{\varphi(\tau_k)\}\) is an almost periodic sequence.

**Theorem 3.1.** Assume that conditions \((H_1) - (H_3)\) hold and the following conditions are satisfied:

\[
(H_4) \quad r = \frac{1 + \lambda \bar{\mu}}{\lambda} \left( \sum_{j=1}^{m} \beta_j \tau_j \right) < 1.
\]

\[
(H_5) \quad (\ominus \lambda) \oplus p < 0, \quad p = (1 + \lambda \bar{\mu}) \sum_{j=1}^{m} \beta_j \bar{\tau}_j,
\]

where \(\bar{\mu} = \sup_{t \in \mathbb{T}} \mu(t)\). Then (1.2) has a unique almost periodic solution \(\eta(t)\) which is exponentially stable.

**Proof.** We denote by \(AP, AP \subset PC_{rd}(\mathbb{T}, \mathbb{R})\) the set of all almost periodic functions \(\phi(t)\) satisfying the inequality \(\|\phi\| < K\), where

\[
\|\phi\| = \sup_{t \in \mathbb{T}} |\phi(t)|, \quad K = \frac{(1 + \lambda \bar{\mu})}{\lambda} \left( \sum_{j=1}^{m} \beta_j \right) + \frac{C_0}{1 - e^{-\lambda \theta}},
\]
and \( \max \{ |\delta_k| \} = C_0 \). We define in \( AP \) an operator \( S \) as

\[
S\phi = \int_{-\infty}^{t} W(t, \sigma(s)) \left( \sum_{j=1}^{m} \beta_j(t) e^{-\gamma_j(t)\phi(t-t_j(t))} \right) \Delta s + \sum_{t_k < t} W(t, t_k) \delta_k.
\]  

(8)

Now, we will show that \( S \) is self-mapping from \( AP \) to \( AP \). For \( \phi \in AP \) it follows

\[
\|S\phi\| = \sup_{t \in T} \left\{ \int_{-\infty}^{t} |W(t, \sigma(s))| \left| \sum_{j=1}^{m} \beta_j(t) e^{-\gamma_j(t)\phi(t-t_j(t))} \right| \Delta s + \sum_{t_k < t} W(t, t_k) \|\delta_k\| \right\}
\leq \sup_{t \in T} \left\{ \int_{-\infty}^{t} e^{-\lambda(t-\sigma(s))} \sum_{j=1}^{m} \beta_j(t) \Delta s + \sum_{t_k < t} e^{-\lambda(t-t_k)} C_0 \right\}
\leq \sup_{t \in T} \left\{ \int_{-\infty}^{t} e^{-\lambda(t-\sigma(s))} \sum_{j=1}^{m} \beta_j(t) \Delta s + \frac{C_0}{1 - e^{-\lambda \theta}} \right\}
\leq \left( \frac{1 + \lambda \bar{\mu}}{\lambda} \right) \sum_{j=1}^{m} \beta_j + \frac{C_0}{1 - e^{-\lambda \theta}} = K.
\]  

(9)

Let \( \tau \in \bar{T}, q \in P \), where the sets \( \bar{T} \) and \( P \) are determined in Lemma 3.1. Then

\[
\|S\phi(t + \tau) - S\phi(t)\|
\leq \sup_{t \in T} \left\{ \int_{-\infty}^{t} |W(t + \tau, \sigma(s + \tau)) - W(t, \sigma(s))| \left| \sum_{j=1}^{m} \beta_j(s + \tau) e^{-\gamma_j(s+\tau)\phi(s+\tau-t_j(s+\tau))} \right| \Delta s
+ \int_{-\infty}^{t} |W(t, \sigma(s))| \left| \sum_{j=1}^{m} \beta_j(s + \tau) e^{-\gamma_j(s+\tau)\phi(s+\tau-t_j(s+\tau))} - \sum_{j=1}^{m} \beta_j(s) e^{-\gamma_j(s)\phi(s-t_j(s))} \right| \Delta s
+ \sum_{t_k < t} |W(t + \tau, t_k + q) - W(t, t_k)| |\delta_{k+q} - \delta_k| + \sum_{t_k < t} |W(t, t_k)| |\delta_{k+q} - \delta_k| \right\}
\leq \sup_{t \in T} \left\{ \int_{-\infty}^{t} e^\Gamma e^{-\frac{\lambda}{2}(t-\sigma(s))} \sum_{j=1}^{m} \beta_j(t) \Delta s + \int_{-\infty}^{t} e^{-\lambda(t-\sigma(s))} \varepsilon \Delta s
+ \sum_{t_k < t} e^\Gamma e^{-\frac{\lambda}{2}(t-t_k)} C_0 + \sum_{t_k < t} e^{-\lambda(t-t_k)} \varepsilon \right\}
\leq \varepsilon \sup_{t \in T} \left\{ \int_{-\infty}^{t} e^\Gamma e^{-\frac{\lambda}{2}(t-\sigma(s))} \sum_{j=1}^{m} \beta_j(t) \Delta s + \int_{-\infty}^{t} e^\Gamma e^{-\lambda(t-\sigma(s))} \Delta s + \frac{\Gamma C_0}{1 - e^{-\frac{\lambda}{2} \theta}} + \frac{1}{1 - e^{-\lambda \theta}} \right\}
\leq \varepsilon \left[ \Gamma \frac{2 + \lambda \bar{\mu}}{\lambda} \sum_{j=1}^{m} \beta_j + \frac{(1 + \lambda \bar{\mu})}{\lambda} + \frac{\Gamma C_0}{1 - e^{-\frac{\lambda}{2} \theta}} + \frac{1}{1 - e^{-\lambda \theta}} \right].
\]  

(10)
Consequently, by (9) and (10), we obtain that $S\phi \in AP$. Let $\phi, \psi \in AP$, then

$$||S\phi - S\psi|| \leq \sup_{t \in T} \left\{ \int_{-\infty}^t |W(t, \sigma(s))| \left| \sum_{j=1}^m \beta_j(t)e^{-\gamma_j(t)\phi(t-\tau_j(t))} - \sum_{j=1}^m \beta_j(t)e^{-\gamma_j(t)\psi(t-\tau_j(t))} \right| \Delta s \right\}.$$ (11)

In view of $(H_1 - H_6)$ and (8)-(11), from the inequality

$$|e^{-x} - e^{-y}| \leq |x - y|, \quad x, y \in [0, +\infty),$$

we have

$$||S\phi - S\psi|| \leq \sup_{t \in T} \left\{ \int_{-\infty}^t e^{\lambda \sigma(s)} \left| \sum_{j=1}^m \beta_j(t)\gamma_j(t)|\phi(t-\tau_j(t)) - \psi(t-\tau_j(t))| \right| \Delta s \right\} \leq \left( \frac{1 + \lambda \bar{\mu}}{\lambda} \right) \sum_{j=1}^m \bar{\beta}_j \gamma_j ||\phi - \psi||.$$ (12)

Then from (12), it follows that $S$ is a contracting operator in $AP$, and there exists a unique almost periodic solution of (2).

Let $x(t)$ be an arbitrary solution of (2), and $\eta(t)$ be almost periodic solution of (2). Then from (8), we obtain

$$x(t) - \eta(t) = W(t, t_0)(x(t_0) - \eta(t_0)) + \int_{t_0}^t W(t, \sigma(s)) \left| \sum_{j=1}^m \beta_j(t)e^{-\gamma_j(t)x(t-\tau_j(t))} - \sum_{j=1}^m \beta_j(t)e^{-\gamma_j(t)\eta(t-\tau_j(t))} \right| \Delta s.$$ 

Hence

$$||x(t) - \eta(t)|| \leq e^{-\lambda(t-t_0)} ||x(t_0) - \eta(t_0)|| + \int_{t_0}^t e^{-\lambda(t-\sigma(s))} \left| \sum_{j=1}^m \beta_j(t)e^{-\gamma_j(t)x(t-\tau_j(t))} - \beta_j(t)e^{-\gamma_j(t)\eta(t-\tau_j(t))} \right| \Delta s \leq e^{\lambda \sigma(t, t_0)} ||x(t_0) - \eta(t_0)|| + \int_{t_0}^t e^{\lambda \sigma(t, \sigma(s))} \left| \sum_{j=1}^m \beta_j(t)\gamma_j(t)|x(t-\tau_j(t)) - \eta(t-\tau_j(t))| \right| \Delta s \leq e^{\lambda \sigma(t, t_0)} ||x(t_0) - \eta(t_0)|| + (1 + \bar{\mu} \lambda) \sum_{j=1}^m \bar{\beta}_j \gamma_j \int_{t_0}^t e^{\lambda \sigma(t, s)} ||x(s) - \eta(s)|| \Delta s.$$
Set \( u(t) = \|x(t) - \eta(t)\|_{e_{\lambda}(t, t_0)} \) and it follows

\[
\begin{align*}
u(t) & \leq u(t_0) + (1 + \bar{\mu} \lambda) \sum_{j=1}^{m} \beta_j \gamma_j \int_{t_0}^{t} u(s) \Delta s, \\
u(t) & \leq u(t_0) e_{\lambda}(t, t_0),
\end{align*}
\]

from Gronwall-Bellman’s inequality on time scales (see Ref.[18]), one has

\[
u(t) \leq u(t_0) e_{\lambda}(t, t_0),
\]
or

\[
\|x(t) - \eta(t)\| \leq \|x(t_0) - \eta(t_0)\| e_{e_{\lambda}(t, t_0)} e_{\lambda}(t, t_0),
\]

where

\[
p = (1 + \bar{\mu} \lambda) \sum_{j=1}^{m} \beta_j \gamma_j.
\]

Thus, by condition \((H_5)\) of the theorem, solutions of system (2) are exponentially stable. This completes the proof.

4. An example

Consider the following impulsive Lasota-Wazewska model with multiple time-varying delays on time scale \( T \).

\[
\begin{align*}
x^\Delta(t) &= -(1 + \cos^2(t))x(t) + \frac{1 + \sin \sqrt{3}t}{10} e^{-\frac{1 + \cos \sqrt{3}t}{10} x(t - e^2|\sin(t)|)} + \\
&+ \frac{1 + \cos \sqrt{5}t}{10} e^{-\frac{1 + \sin \sqrt{7}t}{10} x(t - e^3|\cos(t)|)}, \quad t \neq 2k, \\
\Delta x(2k) &= -\frac{1}{20} x(2k) + \frac{1}{20}.
\end{align*}
\] (13)

Let \( T = \mathbb{R} \), then \( \mu(t) = 0 \). Obviously,

\[
\lambda = \alpha = 1, \quad \beta_j = \gamma_j = \frac{1}{5}, \quad j = 1, 2.
\]
So we have

\[ r = \frac{1 + \bar{\lambda} \bar{\mu}}{\lambda} \left( \sum_{j=1}^{m} \beta_j \gamma_j \right) = 0.08 < 1, \]

and

\[ p - \lambda \leq (1 + \bar{\lambda} \bar{\mu}) \sum_{j=1}^{m} \beta_j \gamma_j - 1 = -0.92 < 0. \]

Thus, \((\Theta \bar{\lambda}) \oplus p < 0\), by Theorem 3.1, (13) has a unique almost periodic solution \(\eta(t)\) which is exponentially stable.

5. Discussions and conclusion

On the existence and stability of almost periodic solutions for an impulsive Lasota-Wazewska model with multiple time-varying delays on time scales, to the best of our knowledge, the aspect results have not yet appeared in the related literature. Since both continuous and discrete systems are very important in implementations and applications, while it is troublesome to study the existence and stability of almost periodic solutions for continuous system and discrete systems, respectively, it is meaningful to study that on time scales which can unify the continuous and discrete situations. In this paper, some sufficient conditions are derived to guarantee the existence and exponential stability of the almost periodic solution for an impulsive Lasota-Wazewska model with multiple time-varying delays on time scales.
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