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Abstract. In this article, we consider a discrete-time model describing the dissemination of information between members of any kind of online structure, it can be shared word-to-mouth via video calls and/ or chat or shares in online environments such as Facebook, WhatsApp and Twitter. The impact of information sharing is becoming more and more noticeable in the world, its potential has become clearer through controlling people’s behavior and influencing their opinions. Thus, depending on the speed of the latter’s spread and its impact, the reaction and measures taken by the state or authorities concerned varies.

In this direction, we chose to use a feedback control function depending on the number of convinced people who share the information at any time. Therefore, the reaction of the control depends on the relevance of this information. We provide sufficient conditions of the existence of such control. And based on a discrete version of Pontryagin’s Maximum Principle we characterize the optimal control. Numerical simulations are carried out to study this scenario before and after the use of our control strategy, accompanied by discussions of results.
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1. INTRODUCTION

Nowadays, we can easily find a lot of information on the internet, and sometimes it reaches us without searching for it. Notwithstanding, it is very difficult to pinpoint the real things. In some cases, one deems information from close people such as friends, family members, or apparently close friends to be a form of credibility. As a result, they can spread widely in seconds and pose risks to public opinion, which can have unforeseen and irreversible consequences.

Oral communication as a widespread phenomenon remains an essential way for people to share information and interact with each other [1], it has been revealed that about 2 billion people use the Internet every day and its many services. Socially defined networks [2]. It’s in a networked community where we live [3]. The era of social media has facilitated the spread of unconfirmed information [4] further it spread rapidly [5]. With the rapid development of social networking sites and the proliferation of social media content, it has become easy to access user messages to a wide audience [6], hence, the understanding of the unconfirmed information spread mechanism in social networks, has become important because of its ability to disseminate information [7, 8]. The social network is the main tunnel of rumors or dissemination of information [9]. Technology has led to the production of information reproduction democracy, the prevalence of misinformation has increased significantly [10].

The purpose of disseminating information varies according to the goals and ideas of its promoters. Sometimes the goal could be economical, as one seeks to increase the demand for a specific product, such as the marketing method, or challenging the company’s competitors by distorting facts, and unrealistic fictional story, or a story with a small portion of reality that can lead to a major source [11, 12, 13]. For the crisis for business organizations [14, 15, 16].

Moreover, with more and more people using online social media, politicians can no longer ignore their opinions [17]. Unconfirmed information can have a significant impact on people’s lives, distort scientific facts, and influence political opinions [13, 10]. Once posted on social media, it is very difficult to report updates or fixes [18]. This ability to rapidly disseminate information and long-term social media presents unprecedented challenges in ensuring the quality and management of information [6].
People exchange information every day, but due to misunderstanding or forgetfulness, and sometimes to avoid embarrassing situations or to pass an object, a person may share unconfirmed or wrong information, which may lead to negative results. For instance, in January 2004, 14 people in Vietnam were admitted to regional hospitals with acute respiratory diseases. H5N1 avian influenza was detected in samples from 3 of these patients. These rumors could have pushed countries to impose restrictions on trade and travel with negative social and economic consequences for health [19]. Because of the serious consequences, the need to reduce the spread of some information and weaken their potential for damage has become increasingly important [5]. This makes information dissemination one of the most important topics discussed by researchers.

Some information affects human behavior that could be exploited by political activists, funders, companies, to advertise their new products and ideas. The goal of the campaign is to reach as many people as possible before the campaign deadline with the best available resources (such as money, business time, and people). The information has been an essential part of human interaction as long as people have had questions about their social environment, especially when we talk about rumors, a piece of unidentified information which can lead to a lot of gossips [20]. Researchers research information dissemination laws by creating models. The information is similar to the virus in the way it spreads between individuals, so current information dissemination patterns, including rumors, are mainly based on research findings on infectious disease models [21, 5].

Infectious disease modeling is a tool used to study disease spread mechanisms, predict the future course of an epidemic, and evaluate epidemic control strategies [20, 22, 23, 24]. Rumor models, in principle, are similar to biological epidemiological models as being treatable [1]. Epidemiological protocols have become an important raw material for disseminating information in networks. Glaring examples of so-called diffusion protocols [25].

Rumors can be interpreted as injury to the mind. The original version of the rumors was presented by Daley and Kendall (DK). Important models for DK are the Maki-Thompson (MK) model. In the past, these models have been widely used to study the spread of rumors. In the DK model, the closed and homogeneous population is divided into three groups: the ignorant,
those who have not heard rumors yet; the spreaders, those who heard the rumors and are willing to spread them; the removed, those who heard the rumors and will not share it [20].

The authors in [26], assumed that there is communication between stiflers (removed), and this contact leads to loss of interest in spreading more rumors [26]. In [27], authors proposed a model for the dissemination of late rumors. The population is divided into three groups: ignorant (I), spreader (S) and stifler (R). While in [28], the authors proposed a specific dynamic model, based on the classic DK model. It is believed that people are eager to spread the word as long as it is new, once they have met other people who are familiar with the rumors, it is no longer interesting to share it. In their work, they assumed that two publishers meet, pass on the information, and it is possible to feel that the other person already knows this information, so they continue to spread the rumor without a bit of motivation [28].

Public opinion in a community or market can be shaped simply by influencing the individual beliefs of its members through rumors, and it can be spread in order to raise awareness, create momentum, slander others, cause panic or distract, affect elections, affect markets. Financial, etc [29, 10]. For example, China experienced social panic and instability for several days, and this was due to the spread of rumors that radiation in Japan could contaminate seawater and then sea salt. The salt buying craze in China is emerging after a rumor that iodized salt could help protect people from nuclear radiation leakage [30].

The transmission of information is often seen as social contagion processes [31, 30]. It is possible to apply dynamic population models to collect information about disseminating ideas and information, thus allowing the testing of social hypotheses [32, 33].

The similarities between the spread of the epidemic and the spread of information allowed the researcher to use epidemiological models to model information dissemination. In this article, we divide the population into three groups, which will make it possible to study the development of ignorant people (people who do not know the information), spreaders (people who are interested in this information, who find pleasure in sharing it), removed (people who see that this information lacks relevance and compatibility with their profiles, then they refuse to share it). In this work, we are using feedback control to control the dissemination of information, which means that the control we propose is the feedback of the number of spreaders. We use a
discrete version of Pontryagin’s Maximum Principle to describe optimal control, then simulate our results numerically to evaluate the effectiveness of this type of optimal control in reducing the number of spreaders and increasing the number of removals at a cost optimum.

2. Presentation of the Model

Information is easily spread, by all means, word of mouth, emails, phone calls, social networks, etc. With the help of all the advanced technologies that facilitate human communication, information spreads quickly. One of the most important factors in spreading information is the introduction of the "Share" button that accompanies any status update, link, video, or image posted. Content viewers (for example, friends of the creator and subscribers) are allowed to share the post. For example, on Facebook, if the content was originally posted publicly, anyone can view and share it [21]. Based on the ideas published in [21], we devise here a compartmental model to study the dissemination of information in online environments of $N$ users (Facebook, WhatsApp or Tweeter groups or pages) by posting, sharing and discussing. In these online environments, when a user posts information (Text, image, video...), only his neighbors can see it and determine if that information needs to be shared again or not. If the information is so interesting and some neighbors decide to share it, neighbors of the author’s neighbors can then see and re-share them again. The influence of the information then exceeded the local scope of the author and can be widely distributed on the network. On the other hand, if none of the original author’s neighbors are attracted by this information, it will disappear soon and very few users will see it. When a user shares a post, the information is displayed on its homepage for a long time even if he does not care about it anymore, all his neighbors can always see the information he has shared. At the same time, if the neighbors have seen the post and do not share it immediately, they may lose interest gradually and ignore that information.

If a user notices that some information is repeated and shared by several of his neighbors, then he will discuss it with his friends through the chat tools or face to face, so he can determine the relevance of this information, and then decide to share it or not.

Our model consists of three compartments: Ignorants (I), Sharers or spreaders (S), and Removed people (R). The term “ignorant” means a person that does not know about the information. The word “Sharer” is used to denote that a person is attracted by the information
and/or he finds it funny or interesting, then he decides to share it. The term “Removed” means a person who has seen the post and has decided not to share it. For example, because of irrelevance or for other personal reasons. We kept the term Removed from the classical SIR epidemiological model to denote individuals removed from the sharing system. All transmissions are modeled using the mass action principle, which accounts for the probability of transmission in contact between the different compartments.

Each information has the potential of sharing, but one can find some information not useful or does not fit the user interests, and then there is no need to share it. For example, if the information is about a concern of the public opinion (Raising costs of education, election cheats, public safety... ), the probability of shares will be very important. Therefore, the potential relevance of the information will be taken into account and it will be defined based on the proportions of shares. Let’s define the potential relevance of the information by the average $\beta_1$, while the potential irrelevance of the information is defined by the average $\beta_2$.

We assume that when information is shared, it is relevant. An Ignorant becomes a Sharer just after he shares the information at the rate $\beta_1 I_i S_i N$. An Ignorant that decides not to share the information becomes Removed at a rate $\beta_2 I_i S_i N$. A Sharer that contacts a Removed and he decides not to share the information anymore, becomes a Removed at a rate $\gamma S_i R_i N$. Ignorant, Sharer and Removed individuals can leave the environment at a rate $\mu I_i$, $\mu S_i$, and $\mu R_i$, respectively.

We assume that all new members are recruited as Ignorants at the constant rate $\Lambda$. All these interactions happen at the instant $i$.

The model resulting from these assumptions is governed by the following equations

$$I_{i+1} = I_i + \Lambda - \mu I_i - \frac{\beta_1 I_i S_i}{N}$$

$$S_{i+1} = S_i - \mu S_i + \frac{\beta_1 I_i S_i}{N} - \frac{\gamma S_i R_i}{N}$$

$$R_{i+1} = R_i - \mu R_i + \frac{\beta_2 I_i S_i}{N} + \frac{\gamma S_i R_i}{N}$$

Where $S_i > 0, I_i > 0$ and $R_i > 0$ for all $i$. For simplicity, we have put $\beta_1 + \beta_2 = \beta$, and without loss of generality, we assume that the number of new individuals is equal to the number of outgoing users, that is $\Lambda = \mu N$. 
A flow chart for the model is shown in Fig. 1, and parameters description can be found in Table 1.

\[
N_{i+1} = N_i + \Lambda - \mu N_i = N_i
\]
3. **The Optimal Control Problem**

3.1. **Presentation of the controls.** To eradicate the dissemination of information, some governments prefer to block all communications and can ban social media platforms [34]. But this strategy of control can lead to some protests or upsets. In seeking good interventions, governments began using social media to control the spread of some annoying information, by commenting on false information to correct it, or on real ones to confirm it.

In February 2019, some infections and deaths associated with the H1N1 virus were recorded, making the media the main platform for disseminating this information and leaving Moroccan society in a state of confusion and worry. This prompted the Ministry of Health to intervene on February 5, 2019, to respond to news from the social networks on deaths due to seasonal influenza. By issuing a joint press release with the WHO country office at Morocco on its official Facebook page [35] so that residents do not worry about the spread of the seasonal H1N1 virus [36]. This communication between people and government institutions builds trust, leads to stability and reduces anxiety.

By following this direction in the seek of control strategies, we propose a control strategy using a new feedback optimal control that will be interact in function of the number of spreaders. This control represents the effectiveness of comments and clarifications from official institutions such as government or any credible source. For example, the publication of the press release of the Moroccan Ministry of Health on its official Facebook page [35] and on its official web site [36]. This control can be also documents or some videos released in WhatsApp or on YouTube to aware people and/or to reveal the truth. As in the case of the companies in the Egyptian Market that reacted to rumors by publishing short videos explaining manufacturing processes and distributing documents confirming the quality and safety of their products [37].

The originality of this control is evident in that it depends on the number of participants, as the greater the number of posts, the greater the percentage of control over the publication of the necessary explanations and documents to limit the spread of this information by posts’ delete and stopping shares. Where in the situation of rumors, after the truth was revealed, people will not only refrain from sharing that rumor but will also comment on others’ posts by pointing to links to the truth, resulting in a lack of re-sharing and deleting posts. One thing that discourages
re-sharing is when others comment on it by referring to external sources where the validity of the rumor is discussed. People who spread that rumor may try not to continue sharing it or stay away from these rumors if they know they are wrong [38]. Sometimes, Governments criminalize the re-sharing of some information on social networks due to the seriousness of the situation. In such situations, almost all group administrators delete all publications related to this information and block the publication or sharing of these contents on their pages.

Based on these facts, we introduce the feedback control variable \( k_i = u_i S_i \) such that:

\[
I_{i+1} = I_i + \Lambda - \mu I_i - \frac{B I_i S_i}{N} \\
S_{i+1} = S_i - \mu S_i + \frac{\beta_1 I_i S_i}{N} - \gamma S_i R_i - k_i S_i \\
R_{i+1} = R_i - \mu R_i + \frac{\beta_2 I_i S_i}{N} + \gamma S_i R_i + k_i S_i
\]

Where \( S_i > 0, I_i > 0 \) and \( R_i > 0 \) for all \( i \). For simplicity, we put \( \beta_1 + \beta_2 = \beta, \Lambda = \mu N \).

**3.2. Objective functional.** The main objective of this study is to use a variable feedback control function, depending on output of the system. We use optimal control strategy to reduce the number of Sharers and increase the number of Removeds, and that with optimal costs of applying the control. Then, the problem is to minimize the objective functional given by

\[
J(u,v) = \left( \alpha_S S_N - \alpha_R R_N \right) \\
+ \sum_{i=0}^{N-1} \left( \alpha_S S_i - \alpha_R R_i + \frac{A}{2} (u_i)^2 \right)
\]

Where \( A > 0, \alpha_S > 0, \alpha_R > 0 \) are the weight constants of control, the sharers and removed, respectively, \( u = (u_0, ..., u_{N-1}) \), and \( N \) is the final time of our strategy of control.

Our goal is to minimize Sharers, minimize the cost of applying controls and increase the number of Removed. In other words, we are seeking an optimal control \( u^* \) such that

\[
J(u^*) = \min \{ J(u) / u \in \mathcal{W} \}
\]

where \( \mathcal{W} \) is the control set defined by

\[
\mathcal{W} = \{ u / u_{min} \leq u_i \leq u_{max}, i = 0, ..., N - 1 \}
\]

such that
0 < u_{\text{min}} < u_{\text{max}} < 1

3.3. Sufficient conditions.

**Theorem 1.** There exists an optimal control \( u^* \in \mathcal{U} \) such that

\[
J(u^*) = \min\{J(u) / u \in \mathcal{U}\}
\]

subject to the control system (4)-(6) and initial conditions.

**Proof.** Since the parameters of the system are bounded and there are a finite number of time steps, that is \( I, S, \) and \( R \) are uniformly bounded for all \( u \) in the control set \( \mathcal{U} \), thus \( J(u) \) is also bounded for all \( u \in \mathcal{U} \). Which implies that \( \inf_{u \in \mathcal{U}} J(u) \) is finite, and there exists a sequence \( u^n \in \mathcal{U} \) such that

\[
\lim_{n \to +\infty} J(u^n) = \inf_{u \in \mathcal{U}} J(u)
\]

and corresponding sequences of states \( I^n, S^n \) and \( R^n \).

Since there is a finite number of uniformly bounded sequences, there exists \( u^* \in \mathcal{U} \) and \( I^*, S^* \) and \( R^* \) such that, on a sequence,

\[
u^n \to u^* \\
I^n \to I^* \\
S^n \to S^* \\
R^n \to R^*
\]

Finally, due to the finite dimensional structure of the system (4)-(6) and the objective function \( J(u) \), \( u^* \) is an optimal control with corresponding states \( I^*, S^*, \) and \( R^* \). Which complete the proof. \( \square \)

3.4. Necessary conditions. By using a discrete version of the Pontryagin’s maximum principle [39, 40, 41, 42], we derive necessary conditions for our optimal controls. For this purpose, we define the Hamiltonian as:
\[ \mathcal{H}(i) = \alpha_S I_i - \alpha_R R_i + \frac{A}{2} (u_i)^2 \]
\[ + \zeta_{1,i+1} \left[ I_i + \lambda - \mu I_i - \frac{\beta_1 S_i}{N} \right] \]
\[ + \zeta_{2,i+1} \left[ S_i - \mu S_i + \frac{\beta_1 I_i S_i}{N} - \frac{\gamma S_i R_i}{N} - u_i S_i^2 \right] \]
\[ + \zeta_{3,i+1} \left[ R_i - \mu R_i + \frac{\beta_2 I_i S_i}{N} + \frac{\gamma S_i R_i}{N} + u_i S_i^2 \right] \]

(9)

**Theorem 2.** Given optimal controls \( u^* \) and solutions \( I^* \), \( S^* \) and \( R^* \), there exists \( \zeta_{k,i} \), \( i = 0,...,N - 1 \), \( k = 1,2,3 \), the adjoint variables satisfying the following equations:

\[ \Delta \zeta_{1,i} = - \left[ \zeta_{2,i+1} \left( \frac{S_i \beta_1}{N} \right) + \zeta_{3,i+1} \left( \frac{S_i \beta_2}{N} \right) \right] \]
\[ - \zeta_{1,i+1} \left( \mu + \frac{S_i (\beta_1 + \beta_2)}{N} - 1 \right) \]

(10)

\[ \Delta \zeta_{2,i} = - \left[ \alpha_S + \zeta_{3,i+1} \left( 2u_i S_i + \frac{I_i \beta_2}{N} + \frac{R_i \gamma}{N} \right) \right] \]
\[ - \zeta_{2,i+1} \left( \mu + 2S_i u_i - \frac{I_i \beta_1}{N} + \frac{R_i \gamma}{N} - 1 \right) \]
\[ - \frac{I_i \zeta_{1,i+1} (\beta_1 + \beta_2)}{N} \]

(11)

\[ \Delta \zeta_{3,i} = - \left[ \zeta_{3,i+1} \left( \frac{S_i \gamma}{N} - \mu + 1 \right) - \alpha_R - \frac{S_i \gamma \zeta_{2,i+1}}{N} \right] \]

(12)

where \( \zeta_{1,N} = 0 \), \( \zeta_{2,N} = \alpha_S \), \( \zeta_{3,N} = -\alpha_R \) are the transversality conditions. In addition

\[ u_i^* = \min \left\{ \max \left\{ u_{\min}, \frac{S_i^2 (\zeta_{2,i+1} - \zeta_{3,i+1})}{A} \right\}, u_{\max} \right\} \]

(13)

\( i = 0,...,N - 1 \)

**Proof.** Using the discrete version of the Pontryagin’s maximum principle [39, 40], we obtain the following adjoint equations:
\[
\Delta \zeta_{1,i} = -\frac{\partial \mathcal{H}}{\partial I_i} = -\left[ \zeta_{2,i+1} \left( \frac{S_i \beta_1}{N} \right) + \zeta_{3,i+1} \left( \frac{S_i \beta_2}{N} \right) \right] \nonumber \\
- \zeta_{1,i+1} \left( \mu + \frac{S_i (\beta_1 + \beta_2)}{N} - 1 \right) \nonumber 
\]

\[
\Delta \zeta_{2,i} = -\frac{\partial \mathcal{H}}{\partial S_i} = -\left[ \alpha S + \zeta_{3,i+1} \left( 2u_i S_i + \frac{I_i \beta_2}{N} + R_i \gamma \right) \right] \nonumber \\
- \zeta_{2,i+1} \left( \mu + 2S_i u_i - \frac{I_i \beta_1}{N} + R_i \gamma - 1 \right) \nonumber \\
- \frac{I_i \zeta_{1,i+1} (\beta_1 + \beta_2)}{N} \nonumber 
\]

\[
\Delta \zeta_{3,i} = -\frac{\partial \mathcal{H}}{\partial R_i} = -\left[ \zeta_{3,i+1} \left( \frac{S_i \gamma}{N} - \mu + 1 \right) - \alpha_R - \frac{S_i \gamma \zeta_{2,i+1}}{N} \right] \nonumber 
\]

With \( \zeta_{1,N} = 0, \zeta_{2,N} = \alpha_S, \zeta_{3,N} = -\alpha_R \). To obtain the optimality conditions we take the variation with respect to controls \((u_i \text{ and } v_i)\) and set it equal to zero

\[
\frac{\partial \mathcal{H}}{\partial u_i} = Au_i - S_i^2 \zeta_{2,i+1} + S_i^2 \zeta_{3,i+1} = 0 \nonumber 
\]

Then we obtain the optimal control pair

\[
u_i = \frac{S_i^2 (\zeta_{2,i+1} - \zeta_{3,i+1})}{A} \nonumber 
\]

By the bounds in \( \mathcal{U} \) of the controls in the definitions (8), it is easy to obtain \( u_i^* \) in the following form

\[
u_i^* = \min \left\{ \max \left\{ u_{\min}, \frac{S_i^2 (\zeta_{2,i+1} - \zeta_{3,i+1})}{A} \right\}, u_{\max} \right\}, \quad i = 0, \ldots, N - 1 \nonumber 
\]
4. Numerical Simulations

We now present numerical simulations associated with the above-mentioned optimal control problem. We write code in MATLAB\textsuperscript{TM} and simulated our results using data from Table 2. The optimality systems are solved based on an iterative discrete scheme that converges following an appropriate test similar to the one related to the Forward-Backward Sweep Method (FBSM). The state system with an initial guess is solved forward in time and then the adjoint system is solved backward in time because of the transversality conditions. Afterward, we update the optimal control values using the values of state and co-state variables obtained at the previous steps. Finally, we execute the previous steps until a tolerance criterion is reached.

In all the simulations below, the minutes were used as a time unit. Because the spread of information occurs faster in time. We focus here on information that is more appealing and has the potential to be shared.

Without loss of generality, and as an example, we have chosen as a studied population, a group (In Facebook, Tweeter, WhatsApp ...) with 1000 members, that can be considered as the ignorant group.

At the initial time $i = 0$, ten sharers, and ten removeds are introduced into this group with information which can be a posted video or image or text.

All parameters of the table 2 are chosen to get a situation in which the number of sharers rises above 700 individuals of the population and the removed group remains small. In this situation, it can be shown that our proposed strategy of optimal control is very efficient to reduce the number of sharers and thus the amount of the information while it increases the number of the removed population and that with an optimal cost.

<table>
<thead>
<tr>
<th>$I_0$</th>
<th>$S_0$</th>
<th>$R_0$</th>
<th>$\Lambda$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\gamma$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>10</td>
<td>10</td>
<td>$\mu N$</td>
<td>0.081</td>
<td>0.0310</td>
<td>0.002</td>
<td>$2.6 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 2. Parameters values utilized for the resolution of the discrete systems (1-3) and (4-6), and then leading to simulations obtained from Figure 2 to Figure 4, with the initial conditions $I_0, S_0, R_0$. 
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At the initial time $i = 0$, ten sharers, and ten removeds are introduced into this group with information which can be a posted video or image or text.
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In Fig. 2 it can be seen that about 100 minutes from the injection of the information, there is no more ignorant. Which means that the information reaches almost all the members of the group. We talk then about an explosion of the information. In the case of false information, this situation can lead to serious economic and/or political damages. Because it can be seen from this figure that the more the number of sharers is big the more of the amount of the information is huge. Thus, the proliferation of information can not be stopped, consequently, it can spread out to external groups and reaches other spreaders in other places.

The reason for low participants is that the information has already reached all members of the group and may have reached other groups resulting in a loss of interest in sharing this information.

Fig. 3 shows the dynamic of $I$, $S$ and $R$ in the model (4-6) with the control function $k_i = u_i S_i$. Where it can be seen that the number of sharers remains very small, while the number of the removed people rise to about 100 % of the members. Making comments and explanations on social networks could be another way to ensure people’s safety in an emergency. More people reading official comments, namely correct information or interpretations, will probably deal with the subject rationally. For example, after the posting of explanatory videos by the companies involved in the Egyptian market [37], people stopped sharing this information. As a result, these companies have succeeded in gaining people confidence again.

To achieve these optimal results by following our control strategy, we suggest using it in the first 24 hours of information appearing to bring forward the peak of sharers. When those
Figure 3. Dynamic of the system (4-6) without the control: (a) Ignorants (I), Sharers (S) and Removeds (R). (b) The control function $u$.

Concerned do not provide more explanatory information, people can be left feeling that there is something wrong, which leads to a lot of gossips. In the case of government rumors, some information can build trust and strengthen social stability.

Fig.4 shows the comparison of the different states of the proposed model with and without the control function. It can be seen from that figure in (a) that after using the optimal control the number of ignorant people decreases very quickly compared to the case when there is no control. This fact can be explained by the efficiency of the control approach we utilized here in making all members of the group aware. Sub-figure (b) shows the comparison between the number of sharers with and without the control, where it can be seen that when using this control we can bring forward the peak of sharing and avoid the spread of the information. The number of shares does not exceed 200 members when the control is used, compared to the case when there is no control where this number reaches about 700 individuals to begin decreasing slowly up to the end of the simulation with a value exceeds 400 members. In the sub-figure (c) we can see the comparison between the number of removed with and without the use of the optimal control, where it can be seen that when the control is utilized the number of removed rises quickly by
Figure 4. Comparison between the dynamic of the system (1-3) and the system (4-6) with control: (a) Ignorants, (b) Sharers, and (c) Removeds.

about the first 50 minutes to exceed 600 individuals to continue growing slightly, compared to the case when there is no control it grows slightly from the beginning of the simulation.

From these figures, we can see the efficiency of the optimal control that we propose in this paper, in reducing the number of shares and increase the number of removed individuals with an optimal cost.

5. Conclusion

In this article, we considered a discrete-time model describing the dissemination of information between members of any kind of online structure, it can be shared word-to-mouth via video calls and/or chat or shares in online environments such as Facebook, WhatsApp and Twitter. We have chosen to use a feedback control function depending on the number of convinced people who share the information at any time. Which means that the reaction of the control depends on the relevance of this information. We provided sufficient conditions of
the existence of the optimal control, then we used a discrete version of Pontryagin’s Maximum Principle to characterize this optimal control. Numerical simulations are carried out to study this scenario before and after the use of our control strategy, accompanied by discussions of results.
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