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Abstract: Tuberculosis (TB) is a health problem that has yet to be resolved in Indonesia. Based on WHO data, in 

2021 Indonesia will still be in the third rank of the highest TB cases in the world. This study aims to determine how 

many groups of TB patients are based on age, gender, HIV status, history of diabetes mellitus, chest X-ray, and the 

results of the Molecular Rapid Test (TCM). The data used in this study were 985 from 2017 to 2020. The method used 

in this research is K-Nearest Neighbor (KNN) in carrying out the imputation process, as well as comparing the k-

means and Fuzzy C-Means (FCM) methods in classifying TB data. Before doing the grouping, the data cleaning 

process is carried out by an imputation process which is useful for filling in the missing data in this case, using the 

KNN method. To produce maximum results of data grouping or clustering, it is necessary to determine the right 

number of clusters. For this reason, this study tries to compare the elbow, silhouette coefficient, and Davies Bouldin 

Index (DBI) methods. The application of the KNN method in the data imputation process in this study is to use k=5. 

The application of the K-Means algorithm is to form groups of TB patients based on six features. Determination of 



2 

ROCHMAN, MISWANTO, SUPRAJITNO 

the optimal number of clusters using the K-means and FCM methods shows the optimal number of clusters, namely 

K = 2 but with different values. The results of the clustering test using the elbow method with the K-means and FCM 

methods are 93288.49. The DBI value for the K-means and FCM methods is 0.4937. Meanwhile, the clustering trial 

with the silhouette coefficient on K-means yields a value of 0.6318 which is better than the FCM which produces a 

value of 0.6321. This shows that the results of clustering k-means with silhouette coefficients produce better cluster 

quality because they have a lower silhouette coefficient value than FCM. 

Keywords: tuberculosis; imputation; cluster; k-means; FCM; elbow; silhouette coefficient; DBI. 

2010 AMS Subject Classification: 62H30. 

 

1. INTRODUCTION 

One of the health problems that is very serious and can cause death is Tuberculosis (TB), this 

includes in Indonesia. However, TB is a potentially infectious disease that can be treated and cured 

[1]. TB is an infectious disease caused by a bacterial infection. TB generally attacks the lungs, but 

can also attack other organs of the body, such as the kidneys, spine, and brain [2] and [3]. 

According to WHO, Indonesia is the 3rd country with the highest TB cases in the world after India 

and China. In 2018, 10 million people contracted this disease, and 1.5 million lost their lives to 

this disease. As many as 251,000 of them are people with HIV/AIDS.[4] 

In large data, defective data are often found, such as missing values or missing data. In this TB 

data, there are missing values in some of its features. The quality and quantity of data greatly 

determine the quality of the results of a study, because, from the character of the sample, the 

character of a population will be generalized as the result of a study. A missing value is a condition 

where there are empty values or incomplete values in the data [5]. Several imputation methods 

have been developed to minimize the negative impact of missing values, including the mean 

method which replaces the missing value with the average value of a variable. 

Nearest neighbor (NN) is one of the supervised learning algorithms, where this algorithm has the 

aim of finding new patterns in the data. This is done by connecting existing data patterns with new 
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data patterns. KNN imputed the missing value based on information from the closest observation 

that had a similar level of characteristics (features) with the observation where the missing value 

was located. In dealing with missing values using the KNN method, it begins by determining the 

number of closest neighbors and then calculating the smallest distance from each observation that 

does not contain a missing value. 

In data mining, mathematical processes, statistics, artificial intelligence and identification are used 

in finding information, as well as clustering. This is applied to the grouping of TB patients so as 

to produce useful information on mapping or data distribution. Grouping data that have a 

maximum or even minimum similarity between one another into the same cluster is the goal of 

clustering [6]. Several methods that can be used for grouping are K-means and Fuzzy C-Means 

(FCM) methods. K-Means is a method that is quite often used in grouping this because this 

algorithm is simple and quite easy to implement. K-Means can also group large amounts of data 

with efficient and relatively fast computation time [6]. The Fuzzy C-Means algorithm is often used 

for datasets with varied attributes, for the K-Means Cluster algorithm it is more used for datasets 

with a small number of attributes [7] and [8]. 

However, K-Means also has a drawback, namely that there are no definite provisions when 

determining the best initial center of the cluster, if the determination of the initial center of a 

different cluster will result in different memberships. Then in 2019 the same research was carried 

out using a combination of the AHC (Agglomerative Hierarchical Clustering) and K-Means 

methods on the nutritional status of toddlers with the aim of classifying the nutritional status of 

toddlers with better accuracy results than previous studies. AHC is a hierarchical clustering method. 

the AHC method is capable or good at identifying small groups. In this study, the accuracy 

produced by the combination of AHC and K-Means methods reached 90% and proved to be better 

than the K-Means method itself [9] and [10]. 

Another study that uses K-means is to classify TB cases in children using K-Means grouping and 

identify distribution patterns using GIS (Geographic Information Systems) [4]. This study groups 
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TB cases in children by region. Based on the analysis, the spatial pattern of the distribution of TB 

in children can be categorized into areas with high prevalence, areas with moderate prevalence, 

and areas with low prevalence. The results can be used to assist decision-making in controlling TB 

cases in children. 

Several methods can be used to determine the right number of clusters, including the elbow method, 

Partition Entropy (PE), GAP Statistics, cross-validation, silhouette coefficients [10],[11] and [12]. 

Each of these methods has its advantages and disadvantages, so accuracy is needed in integrating 

the clustering method used, the method for determining the right number of clusters, and the data 

structure and data size. 

The elbow method is used to determine the best number of clusters that can be used to produce the 

best cluster results and maximize the quality of cluster results. Silhouette Coefficient is used to see 

the quality and strength of the cluster, how well or poorly an object is placed in a cluster [13]. In 

addition to the Elbow method and the SC method, the method used to test the cluster results is the 

Davies Bouldin Index (DBI) method. This method is one of the methods used to measure cluster 

evaluation based on the value of separation and cohesion. Cohesion is the amount of data proximity 

to the cluster center of the cluster being followed. Separation is the distance between the cluster 

centers of the cluster. 

The contribution of this study is to map TB cases based on features of age, gender, history of 

diabetes, HIV status, chest X-ray, and Molecular Rapid Test (TCM) results using the K-Means 

method compared with FCM. To overcome the occurrence of missing values in the data, we 

propose using the KNN method. Meanwhile, to get the best number of clusters, each K-Means and 

FCM method will be combined with the Elbow, Silhouette Coefficient (SC), and Davies Bouldin 

Index (DBI) methods.   

 

2. PRELIMINARIES 

With data mining, important trends or patterns from the data will be obtained easily. Excavating 
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important information in data for some time requires data mining [14]. One of the data mining 

techniques used in this research is the clustering technique. 

A. Imputation with K-Nearest Neighbor (KNN) 

KNN (K-Nearest Neighbor) is an imputation method based on data that has the closest distance to 

the object data. The purpose of applying this method is to determine the value of the new object 

based on the attributes and training sample [5]. KNN is the simplest formula that is often used in 

implementing distance search. This method was chosen because the K-NN method is a form of 

decision support model that classifies data based on the closest distance [15]. The closest distance 

is calculated using the Euclidean formula with the following equation: 

𝑑 (𝑥𝑎𝑥𝑏) =  √∑ (𝑥𝑎𝑗 − 𝑥𝑏𝑗)
2𝑚

𝑗=1         (1) 

Where d(a,b) is the Euclidean distance, while xaj is the sample data and xbj is the test data. For 

parameter j is the jth attribute and m is the number of attributes 

B. K-Means  

Clustering is a method of grouping data into several groups, where one group has the same 

characteristics as each other and has different characteristics from other groups [16] and [17]. 

Clustering cannot be equated with classification, because clustering itself does not have a target 

variable. This clustering algorithm is looking for a way to override the amount of data that is in a 

similar cluster uniformity into other clusters [13]. This technique is one method in solving 

problems regarding grouping. K-Means is a clustering method, which can classify large amounts 

of data quickly and efficiently. The K-means algorithm is an effective algorithm for finding clusters 

in the data stack. K-means is a method of analyzing data by carrying out a modeling process 

without a learning process and grouping with a partition system. This method seeks to minimize 

variations between data in a cluster and maximize variation with data in other clusters. 

Euclidian Distance is a distance calculation mode that will be used to calculate the distance 

between two points on the Euclidian distance (2 Dimensions, 3 Dimensions, or more). 
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Some of the steps carried out in this method are as follows: 

1. Determine the number of clusters that you want to form from a data set. 

2. Determine the center location or centroid of the cluster randomly. 

𝑑(x, y) = ||x − y||
2

=  √∑ (xi −  yi)2 ; i = 1,2,3, … . . , nn
i=1      (2) 

where xi is the x-i object, while yi is the ith y centroid and n is the number of objects 

3. For each data row, find the cluster closest to the cluster center (group). 

4. The iteration is done by determining the new centroid using equation (2). 

Work again until there are sufficient cluster members and do not move using the 3rd stage to the 

4th stage 

C. Fuzzy C-Means (FCM) 

Fuzzy C-Means is an algorithm that works by assigning membership to each data point that 

corresponds to each cluster center based on the distance between the cluster center and data points. 

The more data that is close to the center of the cluster, the more membership to a particular cluster 

center [18]. Fuzzy C-Means uses a fuzzy grouping model with a fuzzy index using Euclidean 

Distance so that the data can be members of all classes or clusters formed with different 

membership degrees between 0 to 1 [4]. 

The basic thing in applying Fuzzy C-Means, is to determine the center of the cluster first, so that 

it can mark the average location for each cluster. This is because the center of the cluster cannot 

be said to be accurate. Each cluster that is formed will have a degree of membership at each data 

point. That is by repairing the center of the cluster and the degree of membership repeatedly, so 

that later the center of the cluster will shift to the right location. This iteration is based on the 

minimization of the objective function that describes the distance from a given data point to the 

center of the cluster which is weighted by the degree of membership of the data point. Here are the 

Steps in FCM 

1. input data in the x matrix, where the matrix is m x n, where m is the number of data to be 

clustered and n is the attribute for each data. Example xij = ith data (i=1,2,…m), jth attribute 
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(j=1,2,…n). 

2. The next step is to determine:  : a. Number of clusters = c; 

 b. Weight = w; 

 c. Maximum iteration = MaxIter; 

 d. Error value = ξ  

 e. Initial Objective Function = P0 = 0; 

 f. iteration: t = 1; 

3. Then generate random numbers ik (with i=1,2, …m and k=1,2, …c) as elements of the initial 

partition matrix U, where Xi is the ith data 

𝑈 =  [
𝜇11(𝑥1) 𝜇21(𝑥1) ⋯ 𝜇𝑐1(𝑥1)

⋮ ⋮ ⋮
𝜇1𝑖(𝑥𝑖) 𝜇2𝑖(𝑥𝑖) ⋯ 𝜇𝑐𝑖(𝑥𝑖)

]       (3) 

4. Calculate the distance to the center of the kth cluster: Vkj , with k=1,2,…,c and j = 1,2,…,n  

      𝑉 =  
∑ (𝜇𝑖𝑘)𝑤𝑚

𝑖 =1  ∗ 𝑋𝑖𝑗

∑ (𝜇𝑖𝑘)𝑤𝑚
𝑖 =1

         (4) 

𝜇𝑤 is the membership value raised to the power of the weight value (w) that has been selected  

5. Finding the value of the objective function in the tth iteration, Pt:   

     𝑃𝑡  =  ∑ ∑ ([∑ (𝑋𝑖𝑗 − 𝑉𝑖𝑗)
2𝑛

𝑗=1 ] (𝜇𝑖𝑘)𝑤)𝑐
𝑘=1

𝑚
𝑖=1       (5) 

6. Then fix the value of the partition matrix by calculating the change in the degree of 

membership of each data cluster   

7. Check the stop condition:  

a. If: (|Pt – Pt-1| < ξ) or (t>MaksIter) then stop.  

b. If Else: t = t+1, repeat step 4 

Information: The last step is to check the difference of the objective function by |𝑃0−𝑃1| = 

Absolute (Objective function of initial iteration - An objective function of iteration 1). If the 

difference value is below the smallest error value, the iteration stops, and to determine which 

cluster the data is in, use the new membership value and select the maximum value, if not, continue 

with the next iteration and use the new membership value. 
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D. Elbow Method 

The Elbow method is a method used to generate information in determining the best number of 

clusters by looking at the percentage comparison of the number of clusters that will form an angle 

at a point. The purpose of the elbow method is to choose a K value that is small and still has a low 

SSE value [14]. This is done by selecting the cluster values and then adding them up to be used as 

a model to determine the best cluster. The comparison between the number of clusters added is a 

percentage of the resulting calculation [11]. Information about the difference in cluster values can 

use a graph so that it can display the results of a different percentage of each cluster value. The 

best cluster value is obtained if the value of the first cluster with the value of the next cluster gives 

an angle on the graph or the value has the largest decrease. SSE (Sum of Square Error) is done to 

get a comparison of each cluster value. Because the larger the number of K clusters, the smaller 

the SSE value will be. Figure 1 shows the optimal cluster search using the elbow method.    

 

Figure 1. Determination of the Number of Clusters with the Elbow Method 

The best cluster value in the elbow method is obtained from the Sum of Square Error (SSE) value 

which has a significant decrease and is elbow-shaped. To calculate SSE using the formula  

𝑆𝑆𝐸 =  ∑ (𝑑)2𝑛
𝑖=1         (6) 

Where, d is the distance between the data and the center of the cluster. Sum of Square Error (SSE) 
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is a formula used to measure the difference between the data obtained and the prediction model 

that has been done previously. Several studies often use SSE's in determining the optimal cluster. 

E. Silhouette Coefficient 

Silhouette Coefficient is a method where you want to know how well the capacity level tested in 

a cluster is. The method is a combination of cohesion and separation methods. Cohesion is a 

method for calculating how close the relationship between several objects in an identical cluster 

is. And the separation method is the opposite of cohesion, which is to estimate how far a cluster is, 

but the cluster is separated from other clusters. Below are the steps for calculating the silhouette 

coefficient [10]: 

1. All objects in the same cluster are calculated using the average distance of the ith object. 

a(i) =
1

|A|−1
∑ ∈A, j ≠ i d(i, j)j       (7)  

where a(i) is the difference in the average object (i) of all other objects in A. While the value 

of d(i,j) is a measurement of the distance between data i and data j, and the value of A itself is 

a cluster 

2. Next, all other objects in different clusters are calculated by the average distance of the ith object.  

d(i, C) =
1

|A|
∑ j  ∈ d(i, j)        (8) 

the notion of d(i,C) is the average difference in the object (i) to all other objects that exist in C. 

The value of C itself is a cluster other than cluster A in other words cluster C is not the same as 

cluster A 

3. Calculate d(i,C) for all C take the smallest value with the formula in Equation 9 

b(i) =  minC≠Ad(i, C).         (9) 

Cluster B that reaches its minimum i.e., d(i,B)) is called a neighbor of the object (i). 

4. Finally, the calculation of the silhouette coefficient in equation 10 

s(i) =
b(i)−a(i)

max (a(i),b(i))
           (10) 

According to Kaufman and Rousseuw [19], these criteria can be allocated as follows. 
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Table 1 Silhouette coefficient values. 

No Score SC Criteria 

1. 0,7 < SC ≤ 1 Close Structure 

2. 0,5 < SC ≤ 0,7 Medium Structure 

3. 0,25 < SC ≤ 0,5 Tensile Structure 

4. SC ≤ 0,25 Unstructured 

F. Davies Bouldin Index (DBI) 

Davies Bouldin Index (DBI) is a method for checking clustering results in addition to Elbow and 

Silhouette Coefficient. The DBI testing approach is in the form of separation and cohesion values. 

Cohesion is the sum of the similarity of existing data to the center of the cluster, while separation 

is the distance between the cluster centers of the cluster. Clusters that have high separation values 

and low cohesion values are optimal [6]. The Sum of a square within-cluster (SSW) is the equation 

to find out the optimal cluster can be seen in Equation 11. 

𝐷𝐵𝐼 =  
1

𝐾
 ∑ 𝑚𝑎𝑥𝑖≠𝑗(𝑅𝑖𝑗)𝑘

𝑖=1        (11) 

Where K is the number of clusters. The Davies Bouldin Index (DBI) value which is getting closer 

to 0 indicates the better the cluster obtained. 

 

3. MAIN RESULTS 

A. Data Collection 

The object under study is the object from the TB (Tuberculosis) dataset taken from Syarifah 

Ambami Rato Ebuh Hospital which is one of the hospitals located in Bangkalan Regency, East 

Java Province, Indonesia. The data used are 985 data from 2017-2020. In this study, 6 parameters 

will be used, namely age, gender, chest X-ray, HIV status, history of diabetes, TCM results.  

B. System Design 

System design is a description of a sequence of processes that exist in the system to make it easier 
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to understand the concept of algorithms. This flowchart describes a main system algorithm in the 

clustering process on TB data. An overview of the flowchart can be seen in Figure 2. 

Based on Figure 2, the process of grouping TB data objects can be ordered as follows: 

1. Input TB data along with the six features used. 

2. Carry out the imputation process using the KNN method 

3. Grouping using K-means and FCM methods. 

4. Then the results of cluster membership in each method were tested using the Elbow, 

Silhouette Coefficient and DBI methods. 

 

 

Figure 2. Flow of TB data grouping system 

 

Input

Preprocessing

Process

Output

Dataset TB 

Imputation 

Evaluationn 

Optimum Cluster 

Elbow SC DBI 

K-means FCM 
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C. Imputation 

In this KNN method, 985 records were entered which had 6 attributes, namely, age, gender, chest 

X-ray, HIV status, history of diabetes and TCM results. Then all data in the form of categorical 

converted into numeric data. If all the data is in the form of numeric data, then handling the missing 

value can be done using the experiment k=1-5. In this study, filling in the missing value in the 

tuberculosis data was carried out using a value of k=5.  

D. K-Means and FCM with Elbow 

Determination of the optimal number of clusters in this study using one of the cluster analysis 

methods, namely the Elbow method, taking into account the comparison value (from the SSE 

calculation for each cluster value) between the number of clusters that will form an angle at a point, 

so the greater the number of clusters k, the SSE value. will get smaller. The experimental range of 

K values is from 1 to 9. The comparison of the best cluster results can be seen in Figures 2 and 3 

 

Figure 3. K-Means with Elbow      Figure 4. FCM with Elbow 

Figures 3 and 4 illustrate that the X-axis represents the K value and the Y-axis represents the SSE 

value. SSE is the total distance from a centroid to data that are in the same cluster. The SSE used 

is SSE with a small/no longer significant decrease because the desired data is data that is closely 

spaced [3]. The selected K value is the K value which is very decreasing. In the graph above, both 

the SSE K-means and FCM decrease significantly when going to the value of K = 2, after that the 
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inertia decreases.  

E. K-means and FCM with Silhouette Coefficient (SC) 

Silhouette Score is a metric used to measure the level of goodness of the clustering technique. 

Silhouette values range from -1 to 1 with the following information [4]: 

1: Clusters are separated from each other 

0: The distance between groups is not significant 

-1: Incorrect cluster used 

When the Silhouette value is closer to 1, the better the grouping of objects into a cluster. On the 

other hand, if the silhouette value is close to -1, the data grouping method in the cluster will be 

worse [3]. 

 

 

 

 

 

 

 

Figure 5. K-Means with SC      Figure 6. FCM with SC 

Based on Figures 5 and 6, the X-axis shows the number of clusters and the Y-axis shows the SC 

score, it was found that the silhouette score on the K-Means and FCM methods was the best at 

K=2. 

F. K-means and FCM with DBI 

The Davies Bouldin Index (DBI) value which is closer to 0 indicates the better the cluster obtained. 

The lower the DBI value indicates the optimal cluster result, it can be seen in Figures 7 and 8 the 

difference using the k-means and FCM methods 
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Figure 7. K-Means with DBI      Figure 8. FCM with DBI 

Based on Figures 7 and 8, the X-axis shows the number of clusters and the Y-axis shows the DBI 

score, it is found that the DBI score in the K-Means and FCM methods is the lowest at K=2. 

G. Analysis 

Based on the trials on K-means and FCM, the results of the comparison of cluster values using the 

Elbow, Silhouette coefficient and DBI are obtained as set out in Table 2. 

Table 2. Test results of K-Means and FCM methods 

K  SSE  SC DBI 

K-Means FCM  K-Means FCM  K-Means FCM  

2 93288,49545 93288.49544 0,631886 0.6321365 0,493737 0.493731 

3 51226,4505 51226.45049 0,533944 0.5344387 0,576321 0.576233 

4 30883,72951 30883.72950 0,525064 0.5237853 0,582335 0.577261 

5 21065,21326 21065.21325 0,524076 0.5204611 0,569461 0.573284 

6 15229,58753 15229.58752 0,525401 0.5178423 0,559634 0.559415 

7 11737,925 11737.92500 0,505463 0.5049575 0,575289 0.549105 

8 8969,160091 8969.160090 0,505731 0.5028249 0,545531 0.543274 

9 6947,131016 6947.131016 0,509782 0.5107412 0,546169 0.5484369 
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Table 2 shows that in testing TB data for clustering using K-Means and FCM, the optimal cluster 

at K=2. The SC value of the K-Means algorithm is higher at 0.631886 and the FCM algorithm is 

0.6321365. Meanwhile, in testing for Elbow K-Means clustering and FCM algorithms, the SSE 

results are relatively the same, namely 93288,49545. And the last test is the DBI of the two methods 

to get the same relative value of 0.493737. The discrepancy between the results of the Silhouette 

Coefficient test is influenced by the measurement of the Euclidean distance which can give unequal 

weight to the underlying factors.    

 

Figure 9. Results of Cluster K=2 on K-Means 
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Figure 8 shows the cluster on TB is 2, with the following explanation: 

Cluster 0 

- Age under 40 years 

- Male gender: HIV positive, TCM rif resistant 

- Female gender: negative chest x-ray 

- Negative chest X-ray: HIV positive, TCM negative 

- Positive chest X-ray: TCM rif resistant 

- HIV negative: TCM rif resistant 

- Negative diabetes: TCM rif resistant 

Cluster 1 

- Age above 40 years 

- Male gender: chest X-ray positive, HIV positive, HIV negative 

- Female gender: chest x-ray negative, chest x-ray positive, HIV negative, TCM rif 

resistant, TCM negative 

- Negative chest X-ray: negative HIV, positive diabetes, negative diabetes 

- Positive chest X-ray: HIV negative, HIV positive, TCM negative 

- HIV negative: TCM negative 

- Both positive and negative diabetes enter cluster 1, unless diabetes is negative 

with TCM rif resistance to enter cluster 0 

- All sensitive TCM rifs go to cluster 1 

So it can be concluded that the number of members in each cluster can be seen in Figure 9 below, 

where Cluster 0 has 596 data and Cluster 1 has 389 data. 
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Figure 9. Number of members in the distribution of Cluster k=2 K-means method   

CONCLUSION 

Based on the research and testing carried out on the k-means and FCM methods, the conclusions 

obtained include: 

1. To overcome missing values in TB data with features of age, gender, HIV status, DM history, 

chest X-ray, and TCM results, machine learning algorithms, namely KNN with k=5. 

2. For TB data, grouping using K-means and FCM methods produces the optimum cluster at 

K=2. 

3. The K-means and FCM methods with Elbow produce the same SSE value of 93288,49545 

4. The K-means method with SC produces a value of 0.631886, this is better than FCM with 

SC which is 0.6321365. 

5. The K-means and FCM methods with DBI resulted in the same DBI value of 0.493737. 
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