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Abstract: Lung cancer is a degenerative disease that causes the growth of abnormal tissue to become autonomous 

and malignant. There are two types of lung cancer: adenocarcinoma and squamous cell carcinoma. Both types of 

cancer can be examined with varied techniques, one of them is histopathological examination. This examination is 

performed by expert analysts who can distinguish normal tissue from others. Manual inspection requires a long 

observation time and energy, therefore a computer-based classification system is created. In this study, Convolutional 

Neural Network (CNN) with gamma correction was implemented. Gamma correction is a process to adjust the image 

light, while CNN is for feature extraction and classification. The CNN built consists of one gamma correction layer, 

three convolution layers, three max-pooling layers, and two fully connected layers. The data consists of 3,000 images 

from the public dataset Lc25000. It has a normal and two lung cancer classes i.e adenocarcinoma and squamous cell 

carcinoma. In this study, we used gamma values of 0.8, 1.0, and 1.2. The testing was carried out using five-fold cross-

validation. It obtained the highest accuracy of 87.16% with a gamma value of 1.2. 

Keywords: convolutional neural network; gamma correction; histopathology; lung cancer; images classification. 
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1. INTRODUCTION 

The lungs are part of the respiratory system that plays a role in carrying oxygen throughout the 

body. Abnormal cell growth in the lung can occur causing cancer or pulmonary carcinoma. This 

is caused by the poor environment and an unhealthy lifestyle [1]. Symptoms of lung cancer only 

appear when the tumor is large enough or has spread to other parts. The earlier cancer is diagnosed 

the higher the treatment success rate [2]. However, if it is indicated to spread to other organs, the 

chance of recovery is lower. 

Based on data from GLOBOCAN (Global Burden Of Cancer), lung cancer is the most deaths 

cancer in Indonesia, with up to 30,843 incidents in 2020 [3]. It increased 80% compared to 2018 

[4], [5]. Histopathological examination is required to diagnose lung cancer [5]. It depends on the 

level of expert experience and the decision can vary. To assist this inspection process, a computer-

based system was created. 

Computer-based lung cancer screening has been used by researchers using certain methods to get 

better performance. In 2019, Pan et al. [6] classified the histopathology of lung cancer using CNN. 

The CNN architecture used consists of seven layers. The result has an accuracy of 86%. 

There are related works Rahman et al. [7] have investigated the effect of image enhancement using 

gamma correction. The results show a better than state of the art techniques. Furthermore, Shin et 

al. [8] have compared two methods of classifying Colorectal Cancer into two classes. The research 

compares the Histogram of Oriented Gradient (HOG) as feature extraction, Support Vector 

Machine (SVM), and CNN as a classifier. CNN consists of three convolution layers, three max-

pooling, and two fully connected layers. CNN obtained a better accuracy up to 92%. 

Then, Sarmiento and Fondon [9] classified the severity of breast cancer histopathology. The 

research uses gamma correction as a preprocessing, Segmentation Fractal Texture Analysis (SFTA) 

as feature extraction, and Support Vector Machine (SVM) as a classifier of the four classes of 

breast cancer. The accuracy obtained was 79.2%.  

Bhattacharjee et al. [10] have classified two classes of prostate cancer histopathology. The research 

applies Gamma Correction for preprocessing. The CNN and Ensemble Machine Learning were 
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compared to produce the best accuracy. The results show CNN obtained an accuracy of 94% and 

Ensemble Machine Learning of 92%. Based on previous research, in this study, the CNN with 

gamma correction was implemented for classifying the histopathology of lung cancer images. 

 

2. PRELIMINARIES 

A. Lung Cancer 

Lung cancer is a disease caused by abnormal cell growth in the lungs that can spread to nearby 

tissues and other organs of the body. There are two types of lung cancer: adenocarcinoma and 

squamous cell carcinoma [11]. The diagnosis of lung cancer can be through histopathological 

examination. 

Histopathology examines the condition of body organs based on microscopic tissue observations 

to determine whether they are indicated by disease or not. Generally, this examination is assisted 

by bronchoscopy. Histopathology is one of the gold standards in medical examinations [12]. An 

example of lung cancer histopathology images is shown in Figure 1. 

 

 

(a) (b) (c) 

Figure 1. Sample of Dataset (a) Adenocarcinoma (b) Normal (c) Squamous cell carcinoma 

from Lc25000 dataset 

 

Adenocarcinoma is a type of lung cancer that undergoes glandular formation. It is characterized 

by tissue swelling. The cancer is characterized by long-lasting cough symptoms even after 

treatment. This cancer progresses slowly and is often diagnosed before spreading to other organs 

[13]. 
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Squamous cell carcinoma (SCC) is another type of lung cancer that undergoes a process of 

keratinization and is characterized by the presence of polygonal-shaped cells [9]. This condition 

does not cause any symptoms in its early stages. This causes cancer to be diagnosed only after it 

has spread to other body parts. Therefore, early detection is an important point in increasing 

success during treatment. If the delayed diagnosis, the patient's five-year survival chance is less 

than 20% [10]. 

 

B. Gamma Correction 

Gamma correction is a method to adjust the image light. It is necessary to manually calibrate the 

gamma value, The gamma correction formula can be seen in equation 1 [14]. 

𝑔 = 𝑢𝛾 (1) 

 

𝑔= Gamma correction;  𝑢= input image;  𝛾= Gamma value 

The input image in equation 1 is a positive number that has been normalized [9]. The normalization 

is carried out on a scale of zero to one. If it is less than one, the image will be brighter, vice-versa 

[9], [10], [14]. 

 

C. Convolutional Neural Network 

A CNN is one of deep learning that can be used to classify an image [15]. CNN is widely 

implemented in image processing because it can well recognize the representation of features. The 

illustration of simple CNN can be seen in Figure 2. 

 

Figure 2. Convolutional Neural Network 
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CNN is divided into two main parts whose role is to perform feature extraction and 

classification. The feature extraction layer is composed of convolution and pooling, while the 

classification layer consists of a Fully-Connected Layer. 

C.1 Convolutional Layer 

A convolutional layer is the first layer that receives an image. The convolution layer utilizes a 

series of kernels to extract features from the image. The result of this extraction is commonly 

referred to as a feature map which is used as input for the next layer [16]. The feature map formula 

is shown in equation 2. 

𝐹𝑀[𝑖]𝑗,𝑘 =  ∑ ∑ 𝑁[𝑗−𝑚,𝑘−𝑛]
𝑛𝑚

 𝐹(𝑚,𝑛) + 𝑏𝐹 (2) 

 

𝐹𝑀[𝑖] : i-th feature map; 𝐹 : convolutional filter; 𝑁 : image  

𝑏𝐹 : bias on filter; 𝑗, 𝑘;  pixels of image; 𝑚, 𝑛 : pixels on the convolution filter  

C.2 Pooling layer 

Pooling works by sub-sampling the image. Max-pooling is the most widely applied pooling option 

today, where the output is the maximum value taken from the nearest grid [16].  

C.3 Flatten and Fully Connected Layer 

Before entering the Fully-Connected Layer (FCL), there is a Flatten process. At this stage, the 

feature map is converted into a one-dimensional vector so that it can be processed at the FCL [17]. 

FCL has a similar concept to conventional/artificial neural networks. FCL has a series of nodes 

that are connected from a layer to the nearest part [18]. For FCL architecture, see Figure 3. 

 

 

Figure 3.  Fully-Connected Layer 
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FCL has an important role in determining which features are the most correlated in a certain class. 

So, they can be classified linearly. There is a multiplication of the input node with the weight 

continuously until it reaches the output. The calculation of this layer is formulated in equation 3 

[16]. 

𝑧𝑘 =  ∑ 𝑋𝑚 ∗ 𝑤𝑚,𝑗 + 𝑏0,𝑘

𝑛

𝑚=1

 
(3) 

𝑧𝑘 = output for hidden layer node at index k; 𝑋𝑚 = value at node X at index m; 

𝑤𝑚,𝑗 = weight 𝑋𝑚; 𝑏0,𝑘 = bias 𝑧𝑘 

C.4 ReLU 

ReLU (Rectified Linear Unit) is an activation function that can be regarded as a normalization 

process that compares the maximum value between the input and zero. The output of ReLU has a 

value of zero if the input value is negative, if the input value is positive then the output will remain 

[19]. The ReLU can be formulated in equation 4.  

𝑓(𝑥) = max  (0, 𝑥) (4)                             

C.5 Softmax 

Softmax is an activation function that is used to determine the probability of a correlated class. 

This probability is obtained by normalizing the value in the previous process and interpreted with 

a value range between zero to one [20]. Suppose the probability of 𝑦1, is obtained by calculating 

the exponential power of 𝑦1 divided by the sum of each exponential to the power of the element 

y. The softmax formula is shown in equation 5. 

𝑆(𝑦𝑖) =  
𝑒𝑦𝑖

∑ 𝑒𝑦𝑗𝑚
𝑗=1

 for 𝑖 
(5) 

𝑦 =  [𝑦1, … , 𝑦𝑚]𝑇 is vector 𝑚 element. 𝑒 is exponential 2,71828. ∑ 𝑆 (𝑦𝑖
𝑚
𝑗=1 ) = 1 for softmax. 

C.6 Categorical Cross Entropy 

Categorical Cross Entropy is a multi-class loss function that is useful for calculating error values 

at the training phase [20]. In calculating the loss, the value of the prediction class (p) will be 

compared with the actual class value (s). Then, it will be updated using Gradient Descent to obtain 
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a smaller error value. An example of a loss can be seen in Figure 4. 

 

Figure 4. Loss function example 

C.7 Stochastic Gradient Descent 

Stochastic Gradient Descent (SGD) is an optimization used to update the weight and bias 

parameters in the Neural Network. This optimization process is aimed at finding parameters that 

can minimize the loss value. The SGD optimization formula can be considered in Equation 6 [21]. 

 

 ∅𝑛 =  ∅0 −  𝑎(∆∅0) (6) 

∅0 = weight; ∅𝑛 = new weight; 𝑎 = learning rate; ∆∅0= weight gradient 

C.8 k-fold cross-validation 

A phase of training and testing data using k-fold cross-validation. Suppose the fold value is equal 

to five, then the data will be divided into five equal parts. One part for testing data, the other four 

parts for training data, and this combination keep changing. This k-fold process is used to get the 

best combination of data during training.  

 

D. Research Method  

This section discusses the steps for creating a lung cancer histopathology image classification. The 

data is divided into two parts, training and testing data. We used five-fold cross-validation. 

Furthermore, the data was processed with gamma correction and CNN. The result of the process 

is a model used for data testing. The output shows one of the lung cancer classes. Figure 5 is the 

proposed architecture system. 
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Figure 5. Proposed architecture system  

The architecture system consists of the following parts:  

1. Training data is the part of the dataset that trains the algorithm for building the model. 

2. Testing data generated by the model when the training phase is complete. 

3. Gamma correction is a preprocessing that is used to adjust the image light level. 

4. CNN is an algorithm for feature extraction and classification 

5. k fold cross validation. Steps that are useful for obtaining the optimal combination of training 

and testing data with k=5. 

6. Trained Model. The trained model contains parameter information obtained after the training 

phase is complete, a trained model can already predict the class. 

7. Classification is the output predicted by the model. There are three classes: adenocarcinoma, 

normal, and squamous cell carcinoma. 

E. CNN Architecture 

CNN architecture commonly has several convolutional layers, max-pooling, and activation 

functions. In this study, gamma correction was added before the first convolutional layer. The 

proposed CNN architecture is shown in Figure 6.  
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Figure 6. Proposed CNN architecture  

The architecture consists of: 

1. The input layer has a size of 128×128×3 with RGB channels. 

2. Gamma Correction Layer which adjusts the lighting of the image. 

3. Convolution layer with 32 kernels measuring 5×5, zero padding, activation ReLU which 

produces 128×128×32 output. 

4. Max-pooling with a size of 3x3 produces an output of 42×42×32. 

5. Convolution layer with 32 kernels measuring 3×3, zero padding, activation ReLU which 

produces a 42×42×32 output. 

6. Max-pooling with a size of 2×2 produces an output of 21×21×32. 

7. Convolution layer with 32 kernels measuring 3×3, zero padding, activation ReLU which 

produces 21×21×32 output. 

8. Max-pooling with a size of 2×2 produces an output of 10×10×32. 
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9. Flatten. 

10. Fully Connected Layer, 256 nodes with ReLU activation. 

11. Fully Connected Layer, 3 nodes with Softmax activation. 

CNN architecture has a gamma correction layer, three convolution layers, three pooling layers, 

and two fully-connected layers. The loss function used is categorical cross-entropy. It handles 

multiclass classification with the specified optimization Stochastic Gradient Descent (SGD). The 

training data is taken from the five-fold cross-validation with a ratio of 8/10. The model that has 

been built is trained with training data to be able to recognize the parameters that match the 

characteristics of the data. The training process on the model uses 50 epochs, and the optimization 

uses SGD with learning rates of 0.01.  

Furthermore, the testing phase. testing data is taken from the five-fold cross-validation that has 

been done previously with a ratio of 2/10. The trained model was used for testing data. results. The 

class prediction is obtained, then compared with the actual class to evaluate the performance of 

the model. 

F. Material 

The dataset used is LC25000. The data are histopathology of lung cancer images in JPEG format. 

It is from Academic Torrents (https://academictorrents.com/details/7a638 

ed187a6180fd6e464b3666a6ea0499af4af). The dataset released in 2019 was obtained from James 

A. Haley Veterans Hospital, Tampa, Florida, USA. The lung cancer dataset is divided into 3 classes: 

adenocarcinoma, normal, and squamous cell carcinoma. Experts have limited the classification 

process based on visual observations. 

Adenocarcinoma shows that the lungs undergo a process of glandular formation which is 

characterized by swelling of the tissue. Normal indicates that the lung tissue is healthy. Squamous 

Cell Carcinoma (SCC) shows that the lungs undergo a process of keratinization which is 

characterized by the presence of polygonal-shaped cells. 
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The dataset, which consists of 3,000 images, is divided into five folds, where each fold in turn will 

be used as training data and testing data. The data sharing ratio is 80% for training data and 20% 

for testing data. There is a scenario where the gamma correction is used. It affects the intensity of 

image light. The scenario aims to find out which model has the best performance for classifying 

lung cancer. 

 

3. MAIN RESULTS 

A. The Experiment Environment 

This section describes the device specifications used when testing the system, both device 

specifications, platforms, and python libraries. The hardware used is Intel i7-9750H, GPU GTX 

1650 4GB, RAM 16 GB. Google colab platform specifications are accessed for free. This google 

collab platform is used for the training and testing process. Google colab is run online and has a 

daily usage limit for computing. The python library used is shown in Table 1.  

Table 1. Python library  

Phyton library Description 

os access from system files and folder directories 

NumPy storing and processing array data 

OpenCV reading and managing images 

matplotlib displaying images 

scikit-learn share data and display confusion matrix 

TensorFlow model building 

Keras adding layers to the model 

seaborn plotting from array 

Tkinter build desktop view 

 

B. The Experiment Results 

The experiment was about the effect of three values of gamma correction.  It used the same 

configuration with epochs 50 and a learning rate of 0.01. Epoch is a network training cycle 
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that uses all parameter data while learning rate is a parameter that affects the learning speed. 

The gamma values are 0.8, 1.0, and 1.2. It used five-fold cross-validation. The testing results 

of the three scenarios are shown in Figures 7 and 8.  

  

        (a)        (b) 

 

    (c) 

Figure 7. Performance measures (f1-score, accuracy, precision and recall) using gamma value (a) 

0.8 (b) 1.0 and (c) 1.2  
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(a) (b) 

 

 (c) 

Figure 8.  Best performance (precision, recall, f1-score) of each breast cancer class using gamma 

value (a) 0.8 (b) 1.0 and (c) 1.2  

 

Figure 7 shows the testing results of three scenarios using different gamma values. The results 

show from the first scenario, that the best performance is in the fourth fold. While in the second 

and third scenarios, it is in the third fold. The performance measures consist of f1-score, accuracy, 

precision, and recall. In the first scenario, the fourth fold delivered the performance measures are 

85.33%, 85.16%, 85%, and 85%, respectively. Meanwhile, for the second scenario, the best 

performance measures are 86.33%, 86.16%, 86.33%, and 86%. For the third scenario, it produced 

87%, 87.16%, 87.67%, and 87% for performance measures. From the testing scenario with three 
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gamma values, the best results are found in the third scenario. It can be concluded that the higher 

the gamma value, the better the performance obtained. Furthermore, Figure 8 shows the best 

performance of each breast cancer class based on each scenario.   

Figure 8 shows the best precision, recall, and f1-score from each class (adenocarcinoma, normal 

and squamous cell carcinoma) based on three gamma values. The testing results show that the 

normal class can perform better recognition than the other two classes. Meanwhile, the lowest 

recognition was in the adenocarcinoma class.  

Based on the testing scenario that has been carried out, the model obtains better results when the 

gamma correction process is carried out with a gamma value configuration of 1.2 with an accuracy 

of 87.16%, F1-score 87%, Precision 86.67%, and Recall 87%. The image processed using a 

gamma value of 1.2 looks clearer than before. While the gamma of 0.8 obtains the lowest accuracy 

when compared to other scenarios. This is because the increase in light intensity in the dataset 

results in a faded image and makes it more difficult for the system to recognize the image. In 

addition, the adenocarcinoma and squamous cell carcinoma classes have differences that are 

difficult to identify with the naked eye so the system obtains lower accuracy.  

 

4. CONCLUSION 

The testing has been carried out, classification using gamma correction and CNN on the 

classification of lung cancer based on histopathological images with 3 classes, with 5-fold Cross 

Validation. The data consists of 2,400 training data and 600 test data. It can be seen that the 

accuracy obtained is better if the image is preprocessed using gamma correction (gamma value = 

1.2). Accuracy up to 87.16%. Histopathological images appear clearer if the gamma correction 

process is carried out. In addition, the Convolutional Neural Network has also been successfully 

used to identify features from the image for the classification process. 

From the research that has been done, there are several suggestions which are presented as follows: 

1. In the next research, devices with higher specifications can be used to handle the 

computational process. 
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2. A more complex CNN architecture can be used to get better performance, such as Alexnet, 

VGG, Resnet, or Inception. 

3. Subsequent research can add the amount of data processed, it can support better performance.  
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