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Abstract: This article discusses statistical modeling implemented in the health sector. This study used a bi-response nonparametric regression method with truncated spline estimation that used two response variables. The nonparametric regression method is used when the regression curve is not known for its shape and pattern. This study aims to model the blood sugar levels of people with diabetes mellitus. The data used are blood sugar levels of people with diabetes mellitus before fasting, blood sugar levels of people with diabetes mellitus two hours after fasting, cholesterol levels, and triglyceride levels. Determination of the optimal knot point using Generalized Cross-Validation. The parameter estimation method used is Weighted Least-Squares. The best model was obtained from the study results,
namely the bi-response truncated spline regression model with three-knot points where the minimum GCV value is 8.573 and has an R² value of 99.62%.
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1. INTRODUCTION

Regression analysis is a way that can be used to determine the relationship of a response variable with one or more predictor variables [1]. Regression analysis is an analytical method used to analyze data and draw meaningful conclusions about the relationship of variable dependence on other variables [2]. In the regression analysis, there are three approaches to estimating the regression curve: parametric, nonparametric, and semiparametric [3], [4]. If data in the form of a regression curve forms a known pattern, such as a linear, quadratic, cubic, or polynomial form of degree $k$, then the proper approach is parametric. The nonparametric approach is used when the shape of the regression curve of data is unknown. A semiparametric method is used when the shape of the regression curve is partly known and partly the pattern is unknown [5], [6].

The state of the data where the regression function is unknown often makes researchers decide to complete their research or analyze the data using nonparametric regression analysis [7]. Some authors, such as Hardle [8] and Wahba [9], suggest using nonparametric regression to model data for good flexibility. The nonparametric regression model is a regression method that is used when the regression curve between the response variable and the predictor variable is unknown in shape or pattern [10], [11]. This is because the nonparametric regression model has high flexibility in forming the regression curve and, in particular, does not require parametric assumptions [12]. Several nonparametric regression model approaches that are widely used include Kernel [13]–[16], truncated spline [17]–[20], Fourier series [14], [21], [22], and so on. A popular nonparametric regression approach is the truncated spline.

A truncated spline is a truncated polynomial function of order $k$, in which the part has connecting points called knot points [3], [23]. The knot point is the joint point where there is a
change in the behavior pattern of the function or curve. The order in the function indicates the degree of the polynomial degree of the function. These knot points and orders will then be used to determine the truncated spline regression model [10]. Truncated splines can describe changes in behavior patterns and processes at sub-intervals, overcome data patterns that show sharp ups or downs with the help of knots, and the curves produced are relatively smooth [3].

Current nonparametric regression research has been studied and developed based on the type of response and the number of response variables involved in regression modeling. Regression research based on the number of responses is divided into single-response, bi-response, and multiresponse regression models [24], [25]. The truncated spline regression analysis used to investigate one predictor variable with one response variable is called a univariable truncated spline. If, in the regression analysis, there is one response variable with more than one predictor variable, then the regression is called a multivariable truncated spline. At the same time, the regression analysis in which there are two response variables is called bi-response truncated spline regression. Biresponse Truncated Spline Regression is included in multivariate regression because it consists of one or more correlated response variables and one or more predictor variables [26], [27]. The existence of the response correlation in the bi-response regression model can be determined using the Pearson correlation coefficient. Some studies that examine bi-response truncated spline regression include: [24], [25], [28]

The application of regression analysis is widely used in various problems in the health sector. One of the cases of health with a high risk of death is diabetes. WHO says diabetes mellitus can be defined as a disease or condition with a chronic metabolic disorder with multiple etiologies, which can be characterized by high blood sugar levels and also accompanied by metabolic disturbances in carbohydrates, lipids, and proteins as a result of functional insufficiency [29], [30].

Diabetes doesn't just cause premature death worldwide. This disease is also a significant cause of blindness, heart disease, and kidney failure. The International Diabetes Federation (IDF) organization estimates that at least 463 million people aged 20-79 years in the world have diabetes in 2019, or the equivalent of a prevalence rate of 9.3% of the total population at the same age. The
prevalence of diabetes is estimated to increase with the increasing age of the population to 19.9% or 111.2 million people aged 65-79 years. The number is predicted to grow until it reaches 578 million in 2030 and 700 million in 2045 [31]. Based on this background, researchers used bi-response truncated spline regression and applied a model of blood sugar levels in patients with diabetes mellitus in inpatients at Abdul Wahab Sjahranie Hospital (AWS) Samarinda, East Kalimantan.

2. PRELIMINARIES
A. Nonparametric Regression

In general, the general nonparametric regression model with data pairs \((x_i, y_i)\) is written in Equation (1).

\[
y_i = f(x_i) + \varepsilon_i
\]

Equation (1)

With

- \(y_i\) : response variable
- \(x_i\) : predictor variable
- \(f(x_i)\) : regression curve with no known relationship pattern
- \(\varepsilon_i\) : random errors \(\varepsilon_i \sim IIDN(0, \sigma^2)\).

The general purpose of regression analysis is to estimate or predict a value of the response variable when the predictor variable is assigned a value [32] – [34]. In other words, it is to find the form of parameter estimation that matches the shape of the regression curve.

B. Truncated Spline Nonparametric Regression

A truncated spline is a regression model that can adapt to changes in data patterns, so it is often said to have high flexibility. The truncated spline function is written in Equation (2).

\[
f(x_i) = \beta_0 + \sum_{k=1}^{m} \beta_n x_i^k + \sum_{k=1}^{r} \beta_{m+k} (x_i - K_k)^m
\]

Equation (2)

If Equation (2) is substituted in Equation (1), a truncated spline nonparametric regression model
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will be obtained.

\[ y_i = \beta_0 + \sum_{h=1}^{m} \beta_h x_i^h + \sum_{k=1}^{r} \beta_{m+k} (x_i - K_k)^m + \varepsilon_i \]  \hspace{1cm} (3)

The truncated function in Equation (3) is described in Equation (4).

\[ (x_i - K_k)^m = \begin{cases} (x_i - K_k)^m, & x_i \geq K_k \\ 0, & x_i < K_k \end{cases} \]  \hspace{1cm} (4)

The regression model in Equation (3) can be written in matrix form as in Equation (5).

\[ y = X(k)\beta + \varepsilon \]  \hspace{1cm} (5)

Using the Maximum Likelihood Estimation (MLE) in the parameter estimation process. Obtained parameter estimation of \( \hat{\beta} \) in Equation (6).

\[ \hat{\beta} = (X(k)^TX(k))^{-1}X(k)^Ty \]  \hspace{1cm} (6)

C. Bi-response Truncated Spline Nonparametric Regression

Bi-response truncated spline is defined as one of the nonparametric regression models with more than one response variable. Between these response variables, there is a strong correlation or relationship. The model for bi-response truncated spline is written in Equation (7).

\[ y_{1i} = \sum_{j=1}^{l} m(x_{ij}) + \varepsilon_{1i} \]  \hspace{1cm} (7)

\[ y_{2i} = \sum_{j=1}^{l} z(x_{ij}) + \varepsilon_{2i} \]

The functions \( m(x_{ij}) \) and \( z(x_{ij}) \) are regression curves of unknown shape and will be approximated by a bi-respon truncated spline in Equation (8).

\[ m(x_{ij}) = \delta + \sum_{j=1}^{l} \sum_{h=1}^{m} \xi_{hj} x_{ij}^h + \sum_{j=1}^{l} \sum_{k=1}^{r} \phi_{m+k,j} (x_{ij} - K_{kj})^m_+ \]  \hspace{1cm} (8)

\[ z(x_{ij}) = \phi + \sum_{j=1}^{l} \sum_{h=1}^{m} \psi_{hj} x_{ij}^h + \sum_{j=1}^{l} \sum_{k=1}^{r} \gamma_{m+k,j} (x_{ij} - K_{kj})^m_+ \]

The regression model in Equation (8) can be written in matrix notation as:
\[ y = X(k)\eta + \epsilon \]  

With:

\[
\begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_{2n}
\end{pmatrix} =
\begin{pmatrix}
y_{11} \\
y_{12} \\
\vdots \\
y_{21} \\
y_{22} \\
\vdots \\
y_{2n}
\end{pmatrix} ;
\begin{pmatrix}
\epsilon_1 \\
\epsilon_2 \\
\vdots \\
\epsilon_n
\end{pmatrix} =
\begin{pmatrix}
\epsilon_{11} \\
\epsilon_{12} \\
\vdots \\
\epsilon_{21} \\
\epsilon_{22} \\
\vdots \\
\epsilon_{2n}
\end{pmatrix} ;
X(\Phi) =
\begin{pmatrix}
C & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & D
\end{pmatrix}
\]

Where,

\[
c =
\begin{pmatrix}
1 & x_{11} & \cdots & x_{m1} & (x_{11} - K_1^1) & \cdots & (x_{11} - K_1^m) & \cdots & x_{11} & \cdots & x_{m1} & (x_{11} - K_1^m) & \cdots & (x_{11} - K_1^m) \\
1 & x_{12} & \cdots & x_{m2} & (x_{12} - K_1^1) & \cdots & (x_{12} - K_1^m) & \cdots & x_{12} & \cdots & x_{m2} & (x_{12} - K_1^m) & \cdots & (x_{12} - K_1^m) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots \\
1 & x_{1n} & \cdots & x_{mn} & (x_{1n} - K_1^1) & \cdots & (x_{1n} - K_1^m) & \cdots & x_{1n} & \cdots & x_{mn} & (x_{1n} - K_1^m) & \cdots & (x_{1n} - K_1^m)
\end{pmatrix}
\]

\[
d =
\begin{pmatrix}
1 & x_{11} & \cdots & x_{m1} & (x_{11} - K_1^1) & \cdots & (x_{11} - K_1^m) & \cdots & x_{11} & \cdots & x_{m1} & (x_{11} - K_1^m) & \cdots & (x_{11} - K_1^m) \\
1 & x_{12} & \cdots & x_{m2} & (x_{12} - K_1^1) & \cdots & (x_{12} - K_1^m) & \cdots & x_{12} & \cdots & x_{m2} & (x_{12} - K_1^m) & \cdots & (x_{12} - K_1^m) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots \\
1 & x_{1n} & \cdots & x_{mn} & (x_{1n} - K_1^1) & \cdots & (x_{1n} - K_1^m) & \cdots & x_{1n} & \cdots & x_{mn} & (x_{1n} - K_1^m) & \cdots & (x_{1n} - K_1^m)
\end{pmatrix}
\]

Matrix \( 0 \) is a null matrix of size \( n \times (l(m + r)) \).

\[
\eta =
\begin{pmatrix}
\eta_1 \\
\eta_2
\end{pmatrix}
\]

With:

\[
\eta_1 = (\delta, \xi_{11}, \xi_{12}, \ldots, \xi_{m1}, \psi_{(m+1)t}, \phi_{(m+2)t}, \ldots, \phi_{(m+r)t})^T
\]

\[
\eta_2 = (\phi, \psi_{11}, \psi_{12}, \ldots, \psi_{ml}, Y_{(m+1)t}, Y_{(m+2)t}, \ldots, Y_{(m+r)t})^T
\]

The parameter estimation method used is Weighted Least Squares (WLS). The advantage of WLS is that it can overcome correlations in the same observation subject. In nonparametric regression, bi-response truncated spline, there is a correlation between the error in the first response \( \epsilon_{1l} \) and the error in the second response \( \epsilon_{2l} \). The \( W \) weighting matrix is presented in Equation (10).
Parameter estimation of $\hat{\eta}$ is written in Equation (11).

$$\hat{\eta} = (X(\Phi)^TWX(\Phi))^{-1}X(\Phi)^TWy$$  \hspace{1cm} (11)

D. Generalized Cross-Validation (GCV)

Theoretically, the GCV method has asymptotically optimal properties, is invariant to transformation, and does not require variance information in its calculations. The formula for selecting the optimal knot point in the bi-response truncated spline regression using GCV is written in Equation (12).

$$GCV(\Phi) = \frac{MSE(\Phi)}{\left( \frac{1}{2n} \text{trace} \left( I - A(\Phi) \right) \right)^2}$$  \hspace{1cm} (12)

With

$$MSE(\Phi) = n^{-1} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$

$$A(\Phi) = X(\Phi) \left( X(\Phi)^TWX(\Phi) \right)^{-1}X(\Phi)^TW$$

3. RESEARCH METHODOLOGY

A. Data Sources

The data used in this study is secondary data obtained from Abdul Wahab Syahrani Hospital (AWS) in 2022. The research variables used in this study are presented in Table 1.
Fasting blood sugar levels

Blood sugar levels of patients with diabetes mellitus were obtained before eating. This test is done after fasting or after not consuming food/drink for eight hours.

Blood sugar level two hours after fasting

Blood sugar levels of patients with diabetes mellitus were obtained after consuming food/drinks for two hours.

Total cholesterol levels

Total cholesterol levels are taken in patients with diabetes mellitus.

Triglyceride levels

Triglycerides are a type of fat that is found in the blood.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fasting blood sugar levels</td>
<td>$y_1$</td>
<td>Blood sugar levels of patients with diabetes mellitus were obtained before eating. This test is done after fasting or after not consuming food/drink for eight hours</td>
</tr>
<tr>
<td>Blood sugar level two hours after fasting</td>
<td>$y_2$</td>
<td>Blood sugar levels of patients with diabetes mellitus were obtained after consuming food/drinks for two hours.</td>
</tr>
<tr>
<td>Total cholesterol levels</td>
<td>$x_1$</td>
<td>Total cholesterol levels are taken in patients with diabetes mellitus.</td>
</tr>
<tr>
<td>Triglyceride levels</td>
<td>$x_2$</td>
<td>Triglyceride levels were taken in patients with diabetes mellitus.</td>
</tr>
</tbody>
</table>

TABLE 1. Description of Study Variables

B. Data Analysis Technique

Data analysis techniques in this study consisted of descriptive statistical analysis and bi-response truncated spline nonparametric regression analysis using the help of software R.

1. Define response variables and predictor variables.
2. Make descriptive statistics for response variables and predictor variables.
3. Perform correlation testing between response variables.
4. Make a scatter plot between the predictor and response variables to find the relationship pattern.
5. Modeling blood sugar levels in patients with diabetes mellitus with a linear spline of one knot, two knots, and three knots with the following stages.
   a. Create a nonparametric bi-response regression model.
   b. Determine the $W$ matrix used as a weighting.
   c. Weighted Least Square (WLS) optimization.
d. Get the value of $\tilde{\eta}$.

e. Get estimates for the regression curve $m(x_{ij})$ and $z(x_{ij})$

f. Determine the optimal knot point using the Generalized Cross Validation (GCV) method, where the smallest GCV value is the optimal knot point.

6. Calculates the $R^2$ value of the model.

4. MAIN RESULTS

In this section, we will explain the results of a bi-response truncated spline nonparametric regression study applied to blood sugar levels of people with diabetes mellitus in inpatients at the Abdul Wahab Sjahranie Hospital (AWS) Samarinda, East Kalimantan.

A. Descriptive Statistics

Description of the data using descriptive statistical analysis is used to see an overview of the data used. The descriptive statistical analysis used in this study is the average, minimum, maximum, and standard deviation. The results of the descriptive statistical analysis are presented in Table 2.

<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_1$</td>
<td>115</td>
<td>213.435</td>
<td>60</td>
<td>427</td>
<td>94.990</td>
</tr>
<tr>
<td>$y_2$</td>
<td>115</td>
<td>233.956</td>
<td>86</td>
<td>543</td>
<td>100.836</td>
</tr>
<tr>
<td>$x_1$</td>
<td>115</td>
<td>154.009</td>
<td>54</td>
<td>255</td>
<td>45.478</td>
</tr>
<tr>
<td>$x_2$</td>
<td>115</td>
<td>153.045</td>
<td>63</td>
<td>274</td>
<td>46.939</td>
</tr>
</tbody>
</table>

TABLE 2. Descriptive Statistics

Based on Table 2, it can be seen that the lowest blood sugar level in diabetes mellitus patients before fasting ($y_1$) is 60 mg/dl, and the highest is 427 mg/dl. The average blood sugar level of diabetes mellitus patients before fasting was 213.435 mg/dl, with a standard deviation of 94.990 mg/dl. The blood sugar level of diabetes mellitus patients two hours after fasting ($y_2$) was the lowest was 86mg/dl, and the highest was 543mg/dl. The average blood sugar level of patients with
diabetes mellitus two hours after fasting was 233.956 mg/dl, with a standard deviation of 100.836 mg/dl.

**B. Scatter Plot**

The initial step in the bi-response truncated spline regression is to determine the relationship pattern between each response variable and the predictor variable using a scatter plot. The goal is to see the data patterns that are formed. Based on the results of the scatter plot that has been carried out on the response variable, namely data on blood sugar levels in patients with diabetes mellitus before fasting ($y_1$) with predictor variables, namely data on total cholesterol levels in patients with diabetes mellitus ($x_1$) and data on triglyceride levels in patients with diabetes mellitus ($x_2$) can be seen in Figure 1.

![Figure 1. Scatter Plot $y_1$ with $x_1$ and $x_2$](image)

The scatter plot from data on blood sugar levels in patients with diabetes mellitus two hours after fasting ($y_2$) with predictor variables, namely data on total cholesterol levels in patients with diabetes mellitus ($x_1$) and data on triglyceride levels in patients with diabetes mellitus ($x_2$) can be seen in Figure 2.
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FIGURE 2. Scatter Plot $y_2$ with $x_1$ and $x_2$

Figures 1 and 2 show that the relationship pattern between the response variable and the predictor variable is unknown, so the appropriate solution is to use a nonparametric regression approach.

C. Bi-response Truncated Spline Nonparametric Regression

After identifying the relationship pattern between the response variable and the predictor variable using a scatter plot, it is known that all relationship patterns do not form a pattern, so the approach can be used in nonparametric regression. The following is a bi-response truncated spline regression model with two predictor variables and one-knot point written in Equations (13).

\[
\hat{y}_1 = \hat{\delta} + \hat{\xi}_{11}x_{i1} + \hat{\phi}_{21}(x_{i1} - K_{11})_+ + \hat{\xi}_{12}x_{i2} + \hat{\phi}_{22}(x_{i2} - K_{12})_+ \\
\hat{y}_2 = \hat{\phi} + \hat{\psi}_{11}x_{i1} + \hat{\gamma}_{21}(x_{i1} - K_{11})_+ + \hat{\gamma}_{12}x_{i2} + \hat{\gamma}_{22}(x_{i2} - K_{12})_+ \\
\tag{13}
\]

The bi-response truncated spline regression model with two predictor variables and two-knot points is presented in Equations (14).

\[
\hat{y}_1 = \hat{\delta} + \hat{\xi}_{11}x_{i1} + \hat{\phi}_{21}(x_{i1} - K_{11})_+ + \hat{\phi}_{31}(x_{i1} - K_{21})_+ + \hat{\xi}_{12}x_{i2} + \hat{\phi}_{22}(x_{i2} - K_{12})_+ + \hat{\phi}_{32}(x_{i2} - K_{22})_+ \\
\hat{y}_2 = \hat{\phi} + \hat{\psi}_{11}x_{i1} + \hat{\gamma}_{21}(x_{i1} - K_{11})_+ + \hat{\gamma}_{31}(x_{i1} - K_{21})_+ + \hat{\gamma}_{12}x_{i2} + \hat{\gamma}_{22}(x_{i2} - K_{12})_+ + \hat{\gamma}_{32}(x_{i2} - K_{22})_+ \\
\tag{14}
\]

The bi-response truncated spline regression model with two predictor variables and three-knot points is presented in Equations (15).
\[ y_1 = \hat{\delta} + \hat{\xi}_{11}x_{i1} + \hat{\phi}_{21}(x_{i1} - K_{11})_+ + \hat{\phi}_{31}(x_{i1} - K_{21})_+ + \hat{\phi}_{41}(x_{i1} - K_{31})_+ + \hat{\xi}_{12}x_{i2} \\
+ \hat{\phi}_{22}(x_{i2} - K_{12})_+ + \hat{\phi}_{32}(x_{i2} - K_{22})_+ + \hat{\phi}_{42}(x_{i2} - K_{32})_+ \\
\]
\[ y_2 = \hat{\phi} + \hat{\psi}_{11}x_{i1} + \hat{\gamma}_{21}(x_{i1} - K_{11})_+ + \hat{\gamma}_{31}(x_{i1} - K_{21})_+ + \hat{\gamma}_{41}(x_{i1} - K_{31})_+ + \hat{\psi}_{12}x_{i2} \\
+ \hat{\gamma}_{22}(x_{i2} - K_{12})_+ + \hat{\gamma}_{32}(x_{i2} - K_{22})_+ + \hat{\gamma}_{42}(x_{i2} - K_{32})_+ \]  

(15)

The bi-response truncated spline regression model, in general, that has been described previously is the first step taken to estimate parameters. Next, the model selection with the optimal knot point is carried out.

**D. Selection of Optimal Knot Points**

The best model selection from the bi-response truncated spline regression can be seen from the minimum GCV value and the maximum \( R^2 \) value. Table 3 shows the GCV value and \( R^2 \) value of each knot point.

<table>
<thead>
<tr>
<th>Knot Points</th>
<th>Minimum GCV</th>
<th>( R^2 ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.126</td>
<td>89.580</td>
</tr>
<tr>
<td>2</td>
<td>8.858</td>
<td>97.725</td>
</tr>
<tr>
<td>3</td>
<td>8.573</td>
<td>99.625</td>
</tr>
</tbody>
</table>

**TABLE 3. Minimum GCV Value and \( R^2 \) Value of Each Knot Point**

Selection of the best model is based on the model criteria that have the smallest GCV value and the maximum value of the coefficient of determination (\( R^2 \)). This study’s bi-response truncated spline regression model has the smallest GCV value, namely at three-knot points of 8.573. The model with three knots is the best bi-response truncated spline regression model. The coefficient of determination (\( R^2 \)) for the three-point knot spline nonparametric bi-response regression model is 99.625, which states that 99.625% of the variation occurs in the total cholesterol level data variable in diabetes mellitus patients (\( x_1 \)), the triglyceride level data variable in diabetes mellitus patients (\( x_2 \)) and the remaining 0.370% is influenced by other factors that researchers do not yet know.
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The formula of the bi-response truncated spline nonparametric regression model for three optimal knot points is in Equation (15). The estimation of model parameters with three-knot points has been described previously so that the best spline bi-response truncated spline regression model is written in Equation (16).

\[
\hat{y}_1 = 98.002 + 0.049x_{i1} + 2.808(x_{i1} - 137.172)_+ + 3.595(x_{i1} - 157.965)_+ \\
+ 1.773(x_{i1} - 164.896)_+ + 0.047x_{i2} + 0.067(x_{i2} - 150.310)_+ \\
+ 0.260(x_{i2} - 172.138)_+ + 0.240(x_{i2} - 179.413)_+ \\
\hat{y}_2 = 117.441 + 0.007x_{i1} + 2.674(x_{i1} - 137.172)_+ + 1.749(x_{i1} - 151.034)_+ \\
+ 0.075(x_{i1} - 199.551)_+ + 0.006x_{i2} + 0.047(x_{i2} - 150.310)_+ \\
+ 0.081(x_{i2} - 164.862)_+ + 0.103(x_{i2} - 215.793)_+ \tag{16}
\]

E. Model Fit Test

A comparison between the estimation results and data on blood sugar levels in diabetic patients is presented in the graph in Figure 3.

FIGURE 3. Actual vs. Prediction from Best Model

(a) first response
Figure 3 shows whether the resulting estimated or predictive data tend to approach the graph of the actual data or the original value data.

5. CONCLUSION

The best model from bi-response truncated spline nonparametric regression model with three-knot points. The resulting GCV value is 8.573, with an $R^2$ of 99.625%. The bi-response truncated spline regression model for the first response variable, namely data on blood glucose levels in patients with diabetes mellitus during fasting, is as follows.

$$\hat{y}_1 = 98.002 + 0.049x_{i1} + 2.808(x_{i1} - 137.172)_+ + 3.595(x_{i1} - 157.965)_+$$

$$+ 1.773(x_{i1} - 164.896)_+ + 0.047x_{i2} + 0.067(x_{i2} - 150.310)_+$$

$$+ 0.260(x_{i2} - 172.138)_+ + 0.240(x_{i2} - 179.413)_+$$

The second response variable:

$$\hat{y}_2 = 117.441 + 0.007x_{i1} + 2.674(x_{i1} - 137.172)_+ + 1.749(x_{i1} - 151.034)_+$$

$$+ 0.075(x_{i1} - 199.551)_+ + 0.006x_{i2} + 0.047(x_{i2} - 150.310)_+$$

$$+ 0.081(x_{i2} - 164.862)_+ + 0.103(x_{i2} - 215.793)_+$$

The application of nonparametric regression, especially the bi-response truncated spline model, has been successfully carried out in modeling blood sugar levels of people with diabetes mellitus
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in inpatients at the Abdul Wahab Sjahranie Hospital (AWS) Samarinda, East Kalimantan.
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