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Abstract. This paper studies qualitative properties such as existence-uniqueness of solutions for nonlinear bound-

ary value problems involving ψ-Caputo fractional derivative. Comparison result is proved for differential equations

involving ψ-Caputo fractional derivative. Monotone iterative technique coupled with method of lower-upper solu-

tions is used to establish the existence and uniqueness of solutions for nonlinear boundary value problems involving

ψ-Caputo fractional derivative.
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1. INTRODUCTION

Theory of fractional differential equations occur frequently in different research areas and

engineering, such as Chemistry, Biology, Physics, fields of control, electromagnetic etc.(see in

[12, 15, 19, 21]). Literature includes several collection of work on distinct fractional derivatives
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Riemann-Liouville [12, 21], the Caputo [22], the Hadamard [1] and the ψ-Caputo derivative

and integrals [2, 3, 4, 5]. During last decade, many researchers paid attention to the study of

existence and uniqueness of solutions of initial value problems [6, 8], boundary value problems

[2, 10] for nonlinear fractional differential equations . On the other hand, monotone iterative

method combined with the method of upper and lower solutions for nonlinear fractional differ-

ential equations have been used by several researchers [6, 13, 14, 16, 17, 18, 23].

In 2020, Derbazi et al. [7] developed monotone iterative technique to study the existence and

uniqueness of solution for initial value problem of nonlinear fractional differential equations

including ψ-Caputo derivative. Dhaigude et. al. [11] have proved the existence and uniqueness

of solution of nonlinear boundary value problems for ψ-Caputo fractional differential equa-

tions by applying monotone iterative technique. Abdo et. al. [2] investigates the existence

and uniqueness of solutions of boundary value problems for ψ-Caputo fractional differential

equations.

Motivated by their works, we consider in this paper, the existence and uniqueness of solu-

tions of the following nonlinear boundary value problems [BVP] involving ψ-Caputo fractional

derivative

(1.1)

cDµ,ψ
a+ z(r) = f (r,z(r)), r ∈ J = [a,b],

z(a) = a∗, z(b) = b∗,

where cDµ,ψ
a+ is the ψ−Caputo fractional derivative of order 0 < µ ≤ 1, f : J×R→ R is a

given continuous function and a∗,b∗ ∈ R. Monotone iterative technique combined with cou-

pled lower-upper solutions is developed for nonlinear BVP (1.1) and qualitative properties of

solutions such as existence-uniqueness are obtained.

The rest of the paper is organized as follows: In second section, some basic definitions and

useful lemmas are given. In third section, lower-upper solutions of boundary value problem for

ψ-Caputo fractional differential equation are introduced. Monotone technique is developed and

successfully applied to obtain existence-uniqueness of solution of nonlinear BVP (1.1).
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2. PRELIMINARIES

In this section, we deduce some preliminary results required in the next section to attain

existence and uniqueness results for nonlinear BVP (1.1) involving ψ-Caputo fractional deriv-

ative. Let J = [a,b], where 0 ≤ a < b < ∞, be a finite interval and ψ : J→ R is an increasing

differentiable function such that ψ ′(r) 6= 0,for all r ∈ J.

Definition 2.1. [4] The left-sided ψ-Riemann-Liouville fractional integral of order µ > 0 for

an integrable function z : J→ R with respect to function ψ is defined as follows

Iµ,ψ
a+ z(r) =

1
Γ(µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1z(s)ds,

where Γ(.) is the gamma function.

Definition 2.2. [4] Let n ∈ N and let ψ,z ∈ Cn(J,R) be two functions. The left-sided ψ-

Riemann-Liouville fractional derivative of function z of order n− 1 < µ < n with respect to

another function ψ is defined by

Dµ,ψ
a+ z(r) =

(
1

ψ ′(r)
d
dr

)n

In−µ,ψ
a+ z(r)

=
1

Γ(n−µ)

(
1

ψ ′(r)
d
dr

)n ∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]n−µ−1z(s)ds,

where n = [µ]+1 and [µ] denotes the integer part of the real number µ .

Definition 2.3. [4] Let n ∈ N and let ψ,z ∈Cn(J,R) be two functions. The left-sided ψ-Caputo

fractional derivative of z of order n− 1 < µ < n with respect to another function ψ is defined

by

cDµ,ψ
a+ z(r) = In−µ,ψ

a+

(
1

ψ ′(r)
d
dr

)n

z(r),

where n = [µ]+1 for µ 6∈ N, n = µ for µ ∈ N.

To simplify notation, we will use the abbreviated symbol

z[n]ψ (r) =
(

1
ψ ′(r)

d
dr

)n

z(r).
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From the definition, it is clear that

(2.1) cDµ,ψ
a+ z(r) =


1

Γ(n−µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]n−µ−1z[n]ψ (s)ds, if µ 6∈ N

z[n]ψ (r), if µ ∈ N.

Note that if z∈Cn(J,R) the ψ-Caputo fractional derivative of z(r) of order µ is defined in terms

of left-sided ψ-Riemann-Liouville fractional derivative as

cDµ,ψ
a+ z(r) = Dµ,ψ

a+

[
z(r)−

n−1

∑
k=0

z[k]ψ (a)
k!

[ψ(r)−ψ(a)]k
]
.

Lemma 2.1. [4] Let µ,ν > 0, and z ∈ L1(J,R). Then

Iµ,ψ Iν ,ψz(r) = Iµ+ν ,ψz(r)a.e., r ∈ J.

In particular, if z ∈C(J,R), then Iµ,ψ Iν ,ψz(r) = Iµ+ν ,ψz(r), r ∈ J.

Lemma 2.2. [4] Let µ > 0. The following holds:

If z(r) ∈C(J,R) then

cDµ,ψ
a+ Iµ,ψz(r) = z(r), r ∈ J.

If z ∈Cn−1(J,R), n−1 < µ < n, then

Iµ,ψ
a+

cDµ,ψ
a+ z(r) = z(r)−

n−1

∑
k=0

z[k]ψ (a)
k!

[ψ(r)−ψ(a)]k, r ∈ J.

Lemma 2.3. [12] For r > a, µ ≥ 0, and ν > 0, we have

(1) Iµ,ψ
a+ [ψ(r)−ψ(a)]ν−1 = Γ(ν)

Γ(ν+µ) [ψ(r)−ψ(a)]ν+µ−1,

(2) cDµ,ψ
a+ [ψ(r)−ψ(a)]ν−1 = Γ(ν)

Γ(ν−µ) [ψ(r)−ψ(a)]ν−µ−1

(3) cDµ,ψ
a+ [ψ(r)−ψ(a)]k = 0, for all k ∈ {0,1, . . . ,n−1}, n ∈ N.

Lemma 2.4. [2] If µ > 0 and z,ψ ∈C[a,b], then

(1) Iµ,ψ
a+ (.) is linear and bounded from C[a,b] to C[a,b].

(2) Iµ,ψ
a+ z(a) = limr→a Iµ,ψ

a+ z(r) = 0.

Definition 2.4. [12] The one-parameter Mittag-Leffler function Eµ(.), is defined as

Eµ(z) =
∞

∑
k=0

zk

Γ(µk+1)
,(z ∈ R, µ > 0),
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and the two-parameter Mittag-Leffler function Eµ,ν(.), is defined as

Eµ,ν(z) =
∞

∑
k=0

zk

Γ(µk+ν)
,(z ∈ R, µ,ν > 0).

Theorem 2.1. (Weissinger’s fixed point theorem)[9] Assume (A,ρ) to be a non empty complete

metric space and let θi for every i ∈N such that
∞

∑
i=0

θi converges. Furthermore, let the mapping

T : A→ A satisfy the inequality

ρ(T ix,T iy)≤ θiρ(x,y),

for every i∈N and every x, y∈ A. Then T has a unique fixed point x∗. Moreover, for any x0 ∈ A,

the sequence
{

T ix0
}∞

i=1 converges to fixed point x∗.

3. MAIN RESULTS

In this section, we develop monotone iterative scheme and prove the existence and uniqueness

of solution of the nonlinear BVP (1.1) involving ψ-Caputo fractional derivative.

Lemma 3.1. [2] Let n−1 < µ < n, g∈C(J,R) and ψ is increasing and ψ ′(r) 6= 0, for all r ∈ J.

A function z(r) ∈Cn[a,b] is a solution of the fractional boundary value problem

cDµ,ψ
a+ z(r) = g(r), r ∈ J,

z[k]ψ (a) = zk
a, k = 0,1,2, . . .n−2;z[n−1]

ψ (b) = zb,

where zk
a, zb ∈ R, if and only if z(r) satisfies the following fractional integral equation

z(r) =
n−2

∑
k=0

zk
a

k!
[ψ(r)−ψ(a)]k +

[
zb

(n−1)!
+

g(a)[ψ(b)−ψ(a)]µ−n+1

(n−2)!Γ(µ−n+2)

]
[ψ(r)−ψ(a)]n−1

− [ψ(r)−ψ(a)]n−1

(n−1)!Γ(µ−n+1)

∫ b

a
ψ
′(s)[ψ(b)−ψ(s)]µ−ng(s)ds

+
1

Γ(µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1g(s)ds.

Lemma 3.2. For a given g∈C(J,R) and µ ∈ (n−1,n), with n∈N. A function z(r)∈Cn−1[a,b]

is the solution of the linear fractional boundary value problem

(3.1)

cDµ,ψ
a+ z(r)+mz(r) = g(r),r ∈ J = [a,b],

z[k]ψ (a) = zk
a, k = 0,1,2, . . .n−2;z[n−1]

ψ (b) = zb,
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where zk
a,zb ∈ R, if and only if z(r) satisfies the following fractional integral equation

z(r) =
n−2

∑
k=0

zk
a

k!
[ψ(r)−ψ(a)]k +M[ψ(r)−ψ(a)]n−1

+
1

Γ(µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1[g(s)−mz(s)]ds,(3.2)

where,

M =
zb

(n−1)!
+

[g(a)−mz(a)][ψ(b)−ψ(a)]µ−n+1

(n−2)!Γ(µ−n+2)

− 1
(n−1)!Γ(µ−n+1)

∫ b

a
ψ
′(s)[ψ(b)−ψ(s)]µ−n[g(s)−mz(s)]ds.

Proof. First assume that z(r) ∈Cn−1[a,b] be a solution to problem (3.1). By Lemma 2.2

z(r) = c0 + c1[ψ(r)−ψ(a)]+ c2[ψ(r)−ψ(a)]2 + . . .+ cn−1[ψ(r)−ψ(a)]n−1

+
1

Γ(µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1[g(s)−mz(s)]ds.(3.3)

Using (3.3) we get,

z[0]ψ (a) = z0
a = za = c0.

Now

z′(r) = c1ψ
′(r)+2c2[ψ(r)−ψ(a)]ψ ′(r)+ . . .+(n−1)cn−1[ψ(r)−ψ(a)]n−2

ψ
′(r)

+
d
dr

1
Γ(µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1[g(s)−mz(s)]ds,

= c1ψ
′(r)+2c2[ψ(r)−ψ(a)]ψ ′(r)+ . . .+(n−1)cn−1[ψ(r)−ψ(a)]n−2

ψ
′(r)

− 1
Γ(µ)

ψ
′(a)

[
[ψ(r)−ψ(a)]µ−1[g(a)−mz(a)]

]
+

1
Γ(µ−1)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−2

ψ
′(r)[g(s)−mz(s)]ds.
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∴ z[1]ψ (r) =
z′(r)
ψ ′(r)

= c1 +2c2[ψ(r)−ψ(a)]+ . . .+(n−1)cn−1[ψ(r)−ψ(a)]n−2

− 1
Γ(µ)

[
[ψ(r)−ψ(a)]µ−1[g(a)−mz(a)]

]
+

1
Γ(µ−1)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−2[g(s)−mz(s)]ds.

∴ z[1]ψ (a) = z1
a = c1⇒ c1 =

z1
a

1!
.

Similarly,

z[2]ψ (r) =
[z[1]ψ (r)]′

ψ ′(r)

= 2c2 +6c3[ψ(r)−ψ(a)]+ . . .+(n−1)(n−2)cn−1[ψ(r)−ψ(a)]n−3

− 2
Γ(µ−1)

[
[ψ(r)−ψ(a)]µ−2[g(a)−mz(a)]

]
+

1
Γ(µ−2)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−3[g(s)−mz(s)]ds.

∴ z[2]ψ (a) = z2
a = 2c2⇒ c2 =

z2
a

2!

Repeating this process we get,

ck =
zk

a
k!
, k = 0,1,2, . . . ,n−2.

Again,

z[n−1]
ψ (r) =

[z[n−2]
ψ (r)]′

ψ ′(r)

= (n−1)!cn−1−
(n−1)

Γ(µ−n+2)
[
[ψ(r)−ψ(a)]µ−n+1[g(a)−mz(a)]

]
+

1
Γ(µ−n+1)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−n[g(s)−mz(s)]ds

∴ z[n−1]
ψ (b) = zb = (n−1)!cn−1−

(n−1)
Γ(µ−n+2)

[
[ψ(b)−ψ(a)]µ−n+1[g(a)−mz(a)]

]
+

1
Γ(µ−n+1)

∫ b

a
ψ
′(s)[ψ(b)−ψ(s)]µ−n[g(s)−mz(s)]ds.
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Therefore

cn−1 =
zb

(n−1)!
+

[g(a)−mz(a)][ψ(b)−ψ(a)]µ−n+1

(n−2)!Γ(µ−n+2)

− 1
(n−1)!Γ(µ−n+1)

∫ b

a
ψ
′(s)[ψ(b)−ψ(s)]µ−n[g(s)−mz(s)]ds.

Hence equation (3.3) becomes

z(r) =
n−2

∑
k=0

zk
a

k!
[ψ(r)−ψ(a)]k +

zb

(n−1)!
+

[g(a)−mz(a)][ψ(b)−ψ(a)]µ−n+1

(n−2)!Γ(µ−n+2)
[ψ(r)−ψ(a)]n−1

− [ψ(r)−ψ(a)]n−1

(n−1)!Γ(µ−n+1)

∫ b

a
ψ
′(s)[ψ(b)−ψ(s)]µ−n[g(s)−mz(s)]ds

+
1

Γ(µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1[g(s)−mz(s)]ds.

This equation can also be written in the form

z(r) =
n−2

∑
k=0

zk
a

k!
[ψ(r)−ψ(a)]k +M[ψ(r)−ψ(a)]n−1

+
1

Γ(µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1[g(s)−mz(s)]ds,

where,

M =
zb

(n−1)!
+

[g(a)−mz(a)][ψ(b)−ψ(a)]µ−n+1

(n−2)!Γ(µ−n+2)

− 1
(n−1)!Γ(µ−n+1)

∫ b

a
ψ
′(s)[ψ(b)−ψ(s)]µ−n[g(s)−mz(s)]ds.

To prove the converse, we apply cDµ,ψ
a+ to both sides of equation (3.2) and using Lemma 2.3,

we obtain

cDµ,ψ
a+ z(r) = cDµ,ψ

a+ Iµ,ψ
a+ [g(r)−mz(r)]

= g(r)−mz(r)

⇒ cDµ,ψ
a+ z(r)+mz(r) = g(r).



6316 J.A. NANWARE, MADHURI N. GADSING

It is clear that z0
a = za. Also the direct computations leads to

z[1]ψ (r) =
z′(r)
ψ ′(r)

=
n−2

∑
k=1

zk
a

(k−1)!
[ψ(r)−ψ(a)]k−1 +(n−1)M[ψ(r)−ψ(a)]n−2

+
1

Γ(µ−1)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−2[g(s)−mz(s)]ds,

and so z[1]ψ (a) = z1
a.

z[2]ψ (r) =
[z[1]ψ (r)]′

ψ ′(r)

=
n−2

∑
k=2

zk
a

(k−2)!
[ψ(r)−ψ(a)]k−2 +(n−1)(n−2)M[ψ(r)−ψ(a)]n−3

+
1

Γ(µ−2)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−3[g(s)−mz(s)]ds,

and so z[2]ψ (a) = z2
a. Repeating this process, we write

z[n−2]
ψ (r) =

(z[n−3])′(r)
ψ ′(r)

= zn−2
a +(n−1)!M[ψ(r)−ψ(a)]

+
1

Γ(µ−n+2)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−n+1[g(s)−mz(s)]ds.(3.4)

Taking r→ a in equation (3.4), from continuity of g and using Lemma 2.4, we conclude that

z[n−2]
ψ (a) = zn−2

a .

Now

z[n−1]
ψ (r) =

(z[n−2])′(r)
ψ ′(r)

= (n−1)![
zb

(n−1)!
+

[g(a)−mz(a)][ψ(b)−ψ(a)]µ−n+1

(n−2)!Γ(µ−n+2)

− 1
(n−1)!Γ(µ−n+1)

∫ b

a
ψ
′(s)[ψ(b)−ψ(s)]µ−n[g(s)−mz(s)]ds]

+
1

Γ(µ−n+1)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−n[g(s)−mz(s)]ds
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= zb−
1

Γ(µ−n+1)

∫ b

a
ψ
′(s)[ψ(b)−ψ(s)]µ−n[g(s)−mz(s)]ds

+
1

Γ(µ−n+1)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−n[g(s)−mz(s)]ds.(3.5)

Taking r→ b in equation (3.5), from continuity of g and using Lemma 2.4, we conclude that

z[n−1]
ψ (b) = zb.

�

Lemma 3.3. For a given g(r) ∈ C(J,R) and µ ∈ (n− 1,n], with n ∈ N, the linear boundary

value problem (3.1) has unique solution (3.2). Moreover, the explicit solution of the Volterra

integral equation (3.2) can be represented by

z(r) =
n−2

∑
k=0

zk
a[ψ(r)−ψ(a)]kEµ,k+1(−m(ψ(r)−ψ(a))µ)

+MΓ(n)[ψ(r)−ψ(a)]n−1Eµ,n(−m(ψ(r)−ψ(a))µ)

+
∫ r

0
ψ
′(s)[ψ(r)−ψ(s)]µ−1Eµ,µ(−m(ψ(r)−ψ(a))µ)g(s)ds,(3.6)

where Eµ,ν(.) is the two-parameter Mittag-Leffer function.

Proof. By Lemma 3.2, linear BVP (3.1) has a solution (3.2).

Note that the equation (3.2) can be written in the following form

z(r) = T [z(r)],

where the operator T is defined by

T [z(r)] =
n−2

∑
k=0

zk
a

k!
[ψ(r)−ψ(a)]k +M[ψ(r)−ψ(a)]n−1−mIµ,ψ

a+ z(r)+ Iµ,ψ
a+ g(r).

Let n ∈ N and x,y ∈C(J,R). We have∣∣T i(x)(r)−T i(y)(r)
∣∣= ∣∣−mIµ,ψ

a+
(
T i−1(x)(r)−T i−1(y)(r)

)∣∣
=
∣∣−mIµ,ψ

a+
(
−mIµ,ψ

a+
(
T i−2(x)(r)−T i−2(y)(r)

))∣∣
...
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=
∣∣∣(−m)iIiµ,ψ

a+ ((x)(r)− (y)(r))
∣∣∣

≤ (m[ψ(b)−ψ(a)]µ)i

Γ(iµ +1)
‖x− y‖

=
(mi[ψ(b)−ψ(a)]iµ)

Γ(iµ +1)
‖x− y‖ ,

for every i ∈ N and x,y ∈ A. Let θi =
(mi[ψ(b)−ψ(a)]iµ )

Γ(iµ+1) . Using generalized Mittag-Leffler func-

tions, we have

∞

∑
i=0

θi = Eµ(m(ψ(b)−ψ(a))µ).

Hence series
∞

∑
i=0

θi converges. Thus the mapping T i is a contraction. Applying Weissinger’s

fixed point theorem, it follows that T has a unique fixed point. Hence equation (3.1) has unique

solution z(r). Applying method of successive approximations to prove that the integral equation

(3.2) can be expressed by equation (3.6). For this, set

z0(r) =
n−2

∑
k=0

zk
a

k!
[ψ(r)−ψ(a)]k +M[ψ(r)−ψ(a)]n−1,

zm(r) = z0(r)−
r

Γ(µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1zm−1(s)ds

+
1

Γ(µ)

∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1g(s)ds.

∴ z1(r) = z0(r)−mIµ,ψ
a+ z0(r)+ Iµ,ψ

a+ g(r)

=
n−2

∑
k=0

zk
a

k!
[ψ(r)−ψ(a)]k +M[ψ(r)−ψ(a)]n−1−m

n−2

∑
k=0

zk
a

k!
Γ(k+1)

Γ(µ + k+1)
[ψ(r)−ψ(a)]µ+k

−mM
Γ(n)

Γ(µ +n)
[ψ(r)−ψ(a)]µ+n−1 + Iµ,ψ

a+ g(r)

=
n−2

∑
k=0

zk
a

k!
[ψ(r)−ψ(a)]k +M[ψ(r)−ψ(a)]n−1−m

n−2

∑
k=0

zk
a

Γ(µ + k+1)
[ψ(r)−ψ(a)]µ+k

−mM
Γ(n)

Γ(µ +n)
[ψ(r)−ψ(a)]µ+n−1 + Iµ,ψ

a+ g(r).
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∴ z2(r) = z0(t)−mIµ,ψ
a+ z1(r)+ Iµ,ψ

a+ g(r)

=
n−2

∑
k=0

zk
a

k!
[ψ(r)−ψ(a)]k +M[ψ(r)−ψ(a)]n−1−m

n−2

∑
k=0

zk
a

Γ(µ + k+1)
[ψ(r)−ψ(a)]µ+k

−mM
Γ(n)

Γ(µ +n)
[ψ(r)−ψ(a)]µ+n−1

+m2
n−2

∑
k=0

zk
aΓ(µ + k+1)

Γ(µ + k+1)Γ(2µ + k+1)
[ψ(r)−ψ(a)]2µ+k

+m2M
Γ(n)Γ(µ +n)

Γ(µ +n)Γ(2µ +n)
[ψ(r)−ψ(a)]2µ+k−1−mI2µ,ψ

a+ g(r)+ Iµ,ψ
a+ g(r)

=
2

∑
l=0

n−2

∑
k=0

(−m)lzk
a

Γ(lµ + k+1)
[ψ(r)−ψ(a)]lµ+k +

2

∑
l=0

(−m)lMΓ(n)
Γ(lµ +n)

[ψ(r)−ψ(a)]lµ+n−1

+
∫ r

a
ψ
′(s)

2

∑
l=0

(−m)l[ψ(r)−ψ(s)]lµ+µ−1

Γ(lµ +n)
g(s)ds.

Continuing this process, we derive the following relation

zm(r) =
q

∑
l=0

n−2

∑
k=0

(−m)lzk
a

Γ(lµ + k+1)
[ψ(r)−ψ(a)]lµ+k +

q

∑
l=0

(−m)lMΓ(n)
Γ(lµ +n)

[ψ(r)−ψ(a)]lµ+n−1

+
∫ r

a
ψ
′(s)

q−1

∑
l=0

(−m)l[ψ(r)−ψ(s)]lµ+µ−1

Γ(lµ +n)
g(s)ds.

Taking limit as q→ ∞, we obtain the following explicit solution z(r) to the integral equation

(3.6).

z(r) =
∞

∑
l=0

n−2

∑
k=0

(−m)lzk
a

Γ(lµ + k+1)
[ψ(r)−ψ(a)]lµ+k +

∞

∑
l=0

(−m)lMΓ(n)
Γ(lµ +n)

[ψ(r)−ψ(a)]lµ+n−1

+
∫ r

a
ψ
′(s)

∞

∑
l=0

(−m)l[ψ(r)−ψ(s)]lµ+µ−1

Γ(lµ +n)
g(s)ds

=
n−2

∑
k=0

zk
a[ψ(r)−ψ(a)]k

∞

∑
l=0

(−m)l

Γ(lµ + k+1)
[ψ(r)−ψ(a)]lµ

+MΓ(n)[ψ(r)−ψ(a)]n−1
∞

∑
l=0

(−m)l

Γ(lµ +n)
[ψ(r)−ψ(a)]lµ

+
∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1

∞

∑
l=0

(−m)l

Γ(lµ +µ)
[ψ(r)−ψ(s)]lµg(s)ds.
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∴ z(r) =
n−2

∑
k=0

zk
a[ψ(r)−ψ(a)]kEµ,k+1(−m(ψ(r)−ψ(a))µ)

+MΓ(n)[ψ(r)−ψ(a)]n−1Eµ,n(−m(ψ(r)−ψ(a))µ)

+
∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1Eµ,µ(−m(ψ(r)−ψ(s))µ)g(s)ds.

This proves the Lemma. �

Lemma 3.4. (Comparison Result). Let µ ∈ (0,1] and m ∈ R. If p ∈ C(J,R) satisfies the

following inequalities

(3.7) cDµ,ψ
a+ p(r)≥−mp(r), p(a)≥ 0, p(b)≥ 0, r ∈ J,

then p(r)≥ 0 for all r ∈ J.

Proof. Let g(r) = cDµ,ψ
a+ p(r)+mp(r) and p(a) = a∗, p(b) = b∗, where a∗,b∗ ∈ R. Then from

Equation (3.7), g(r) ≥ 0 and a∗ ≥ 0, b∗ ≥ 0. We know that Eµ,1(z) ≥ 0, Eµ,µ(z) ≥ 0 for all

µ ∈ (0,1], z ∈ R (see [20]) and M ≥ 0. Then using the integral representation (3.6), we obtain

that p(r)≥ 0 for all r ∈ J. �

Definition 3.1. A function x0 ∈C(J,R) is said to be a lower solution of the nonlinear BVP (1.1),

if it satisfies

cDµ,ψ
a+ x0(r)≤ f (r,x0), x0(a)≤ a∗, x0(b)≤ b∗, r ∈ J,

Definition 3.2. A function y0 ∈ C(J,R) is said to be a upper solution of the nonlinear BVP

(1.1), if it satisfies

cDµ,ψ
a+ y0(r)≥ f (r,y0), y0(a)≥ a∗, y0(b)≥ b∗, r ∈ J,

Theorem 3.1. Let f (r,x(r)) ∈C(J×R,R). Assume that,

(H1) There exist x0,y0 ∈C(J,R) such that x0 and y0 are lower and upper solutions of nonlinear

BVP (1.1), respectively, with x0 ≤ y0, r ∈ J.

(H2) There exist a constant m ∈ R such that

f (r,y)− f (r,x)≥−m(y− x) for x0 ≤ x≤ y≤ y0.
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Then there exist monotone iterative sequences {xn} and {yn} converging uniformly on the

interval J to the extremal solutions of nonlinear BVP (1.1) in the sector [x0,y0], where

[x0,y0] = {z ∈C(J,R);x0(r)≤ z(r)≤ y0(r), r ∈ J} .

Proof. For any ω ∈ [x0,y0], we consider the following linear BVP of fractional order

(3.8)

cDµ,ψ
a+ z(r) = f (r,ω(r))−m(z(r)−ω(r)), r ∈ J,

z(a) = a∗, z(b) = b∗,

Then the linear BVP (3.8) has unique solution z(r).

Define the iterates as follows and construct the sequences {xn} and {yn}:

(3.9)

cDµ,ψ
a+ xn+1(r) = f (r,xn)−m(xn+1(r)− xn(r)), r ∈ J,

xn+1(a) = a∗, xn+1(b) = b∗,

and

(3.10)

cDµ,ψ
a+ yn+1(t) = f (r,yn)−m(yn+1(r)− yn(r)), r ∈ J,

yn+1(a) = a∗, yn+1(b) = b∗.

Firstly we need to show that x0(r)≤ x1(r)≤ y1(r)≤ y0(r) for any r ∈ J.

Set p(r) = x1(r)− x0(r) and from (3.9) with lower solution x0, we obtain

cDµ,ψ
a+ p(r) = cDµ,ψ

a+ x1(r)− cDµ,ψ
a+ x0(r)

≥ f (r,x0(r))−m(x1(r)− x0(r))− f (r,x0(r))

=−m(x1(r)− x0(r))

=−mp(r),

and p(a) = x1(a)− x0(a) = a∗− x0(a)≥ 0,

p(b) = x1(b)− x0(b) = b∗− x0(b)≥ 0.
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Then by Lemma 3.4, p(r) ≥ 0, for r ∈ J, implies that x0(r) ≤ x1(r). Similarly, set p(r) =

y0(r)− y1(r). From (3.9) and definition of upper solution, we obtain

cDµ,ψ
a+ p(r) = cDµ,ψ

a+ y0(r)− cDµ,ψ
a+ y1(r)

≥ f (r,y0(r))− f (r,y0(r))+m(y1(r)− y0(r))

=−m(y0(r)− y1(r))

=−mp(r),

and p(a)≥ 0, p(b)≥ 0.

Then by Lemma 3.4, p(r)≥ 0, for r ∈ J, implies that y1(r)≤ y0(r) for r ∈ J.

Now to prove, x1(r)≤ y1(r) for r ∈ J. For this, set p(r) = y1(r)−x1(r). From (3.9), (3.10) and

(H2), we get

cDµ,ψ
a+ p(r) = cDµ,ψ

a+ y1(r)− cDµ,ψ
a+ x1(r)

= f (r,y0(r))− f (r,x0(r))−m(y1(r)− y0(r))+m(x1(r)− x0(r))

≥−m(y0(r)− x0(r))−m(y1(r)− y0(r))+m(x1(r)− x0(r))

=−mp(r),

and p(a) = 0, p(b) = 0.

Then by Lemma 3.4, p(r) ≥ 0, for r ∈ J, implies that x1(r) ≤ y1(r) for r ∈ J. Thus x0(r) ≤

x1(r)≤ y1(r)≤ y0(r) for any r ∈ J. Assume that n > 1, xn−1(r)≤ xn(r)≤ yn(r)≤ yn−1(r) for

any r ∈ J. We claim that xn(r) ≤ xn+1(r) ≤ yn+1(r) ≤ yn(r) for any r ∈ J. To prove this, set

p(r) = xn+1(r)− xn(r).

cDµ,ψ
a+ p(r) = cDµ,ψ

a+ xn+1(r)− cDµ,ψ
a+ xn(r)

= f (r,xn(r))−m(xn+1(r)− xn(r))− f (r,xn−1(r))+m(xn(r)− xn−1(r))

≥−m(xn(r)− xn−1(r))−m(xn+1(r)− xn(r))−m(xn(r)− xn−1(r))

=−m(xn+1(r)− xn(r))

=−mp(r),
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and p(a) = 0, p(b) = 0.

Then by Lemma 3.4, p(r) ≥ 0, for r ∈ J, implies that xn(r) ≤ xn+1(r). Similarly we prove

xn+1(r)≤ yn+1(r) and yn+1(r)≤ yn(r). By principle of mathematical induction, we have

x0(r)≤ x1(r)≤ . . .≤ xn−1(r)≤ xn(r)≤ . . .≤ yn(r)≤ yn−1(r)≤ . . .≤ y1(r)≤ y0(r), r ∈ J.

Thus the sequences {xn} is monotone nondecreasing and bounded above by y0(r) and the se-

quences {yn} is monotone nonincreasing and bounded below by x0(r). Therefore the pointwise

limit exist and these limits are denoted by x∗, y∗. Since sequences {xn}, {yn} are of continu-

ous functions defined on the compact set [a,b]. Hence by Dini’s theorem, the convergence is

uniform. That is

lim
n→∞

xn(r) = x∗(r) and lim
n→∞

yn(r) = y∗(r),

uniformly on r ∈ J and the limit functions x∗, y∗ satisfy BVP (1.1). Using corresponding frac-

tional Volterra integral equations

xn+1(r) = a∗Eµ,1(−m(ψ(r)−ψ(a))µ)+b∗Eµ,1(−m(ψ(r)−ψ(a))µ)

+
∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1Eµ,µ(−m(ψ(r)−ψ(s))µ)( f (s,xn(s))+mxn(s))ds,r ∈ J,

yn+1(r) = a∗Eµ,µ(−m(ψ(r)−ψ(a))µ)+b∗Eµ,µ(−m(ψ(r)−ψ(a))µ)

+
∫ r

a
ψ
′(s)[ψ(r)−ψ(s)]µ−1Eµ,µ(−m(ψ(r)−ψ(s))µ)( f (s,yn(s))+myn(s))ds,r ∈ J,

it follows that x∗, y∗ are solutions of (3.9) and (3.10) respectively.

Next prove that x∗ and y∗ are minimal and maximal solutions of BVP (1.1) in the sector [x0,y0].

Let w∈ [x0,y0] be any solution of BVP (1.1). Assume that for some n∈N, xn(r)≤w(r)≤ yn(r),

r ∈ J. Set p(r) = w(r)− xn+1(r). We have

cDµ,ψ
a+ p(r) = cDµ,ψ

a+ w(r)− cDµ,ψ
a+ xn+1(r)

= f (r,w(r))− f (r,xn(r))+m(xn+1(r)− xn(r))

≥−m(w(r)− xn(r))+m(xn+1(r)− xn(r))

=−m(w(r)− xn+1(r))

=−mp(r),
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and, p(a) = 0, p(b) = 0. Then by Lemma 3.4, we obtain p(r)≥ 0, r ∈ J implies that xn+1(r)≤

w(r), r ∈ J. Set p(r) = yn+1(r)−w(r). We have

cDµ,ψ
a+ p(r) = cDµ,ψ

a+ yn+1(r)− cDµ,ψ
a+ w(r)

= f (r,yn(r))−m(yn+1(r)− yn(r))− f (r,w(r))

≥−m(yn(r)−w(r))−m(yn+1(r)− yn(r))

=−m(yn+1(r)−w(r))

=−mp(r),

and p(a) = 0, p(b) = 0.

By Lemma 3.4, we obtain p(r)≥ 0, r ∈ J. Thus w(r)≤ yn+1(r), r ∈ J. Hence, we have

xn+1(r)≤ w(r)≤ yn+1(r),r ∈ J.(3.11)

Taking the limit as n→ ∞ on both sides of equation (3.11), we get

x∗ ≤ w≤ y∗.

Therefore x∗, y∗ are the minimal and maximal solutions of nonlinear BVP (1.1) in [x0,y0]. �

In the following Theorem, we establish uniqueness of solution of nonlinear BVP (1.1).

Theorem 3.2. Assume that [H1], [H2] are satisfied.

[H3] There exists a constant m∗ ≥−m such that

f (r,y)− f (r,x)≤ m∗(y− x),

for every x0 ≤ x≤ y≤ y0, r ∈ J. Then nonlinear BVP (1.1) has a unique solution in [x0,y0].

Proof. By Theorem 3.1, x∗ and y∗ are respectively minimal and maximal solutions of the non-

linear BVP (1.1) and x∗ ≤ y∗, r ∈ J. It is sufficient to prove that x∗ ≥ y∗, r ∈ J. For this set
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p(r) = x∗− y∗, r ∈ J. In view of [H3], we have

cDµ,ψ
a+ p(r) = cDµ,ψ

a+ x∗− cDµ,ψ
a+ y∗

= f (r,x∗)− f (r,y∗)

≥ m∗(x∗− y∗) = m∗p(r).

Furthermore, p(a) = x∗(a)− y∗(a) = a∗−a∗ = 0 and p(b) = x∗(b)− y∗(b) = b∗−b∗ = 0. By

Lemma 3.4, we obtain p(r)≥ 0, r ∈ J implies that x∗ ≥ y∗, r ∈ J. Therefore, x∗ = y∗ is unique

solution of the nonlinear BVP (1.1) in [x0,y0]. �
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