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Abstract. In this paper, we were, consequently, interested in the problem of the number of the multicolour matching and provided the bounds in Poisson approximation for the number of the multicolour matching by using Stein-chen method.
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1. INTRODUCTION

Regarding the theory of probability, the birthday problem or birthday paradox concerns with the combinatorial probability proposed by Chen (1975) and it’s variant was presented by Jason [4], Holst [3], and Diaconis and Mosteller [2]. It refers to a set of \( n \) randomly chosen people which some pairs of them have the similarity of their births. For the conventional birthday problem, \( k \) balls are thrown independently into \( n \) boxes which any of them are equally and probably to fall into any of the \( n \) boxes.
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We, consequently, are interested in the following problem: supposing that there are \( k \) balls, \( c \) colours and \( n \) boxes. The experiment will be done by throwing \( k \) balls with \( c \) colors in all \( n \) boxes. After that, randomly pick up \( r \) boxes. The Multicolour Matching will happen only if the \( r \) boxes that were picked up have the same number of balls and the same colours. Let us set up this problem in framework of Stein-chen method, let \( \Omega \) be the space of possible arrangements of \( k, k \geq 2 \) balls with \( c \) colour in \( n \) boxes and \( r \geq 2 \) with probability \( P \) given by independent and uniform placement of the balls. The Multicolour Matching will happen only if \(|\{(i,j,...,r) : 1 \leq i < j < ... r \leq k, b_i = b_j = ... = b_r \text{ with the same colour}\}|\), where \( b_i \) is the box in which put ball \( i \). One can construct the random variable to obtain the problem by the following, let

\[
W_n = \sum_{i}^{n} X_i,
\]

the random variable \( W_n \) will denote the total number of multicolour matches, where \( b_i \in \{b_i, b_j, \ldots, b_r\} \) and

\[
X_i = \begin{cases} 
1 & \text{if } b_i \text{ was similar in both numbers and colours,} \\
0 & \text{otherwise.} 
\end{cases}
\]

For the numbers of \( n \) which are getting larger, the poission distribution can be used to logically approximate the distribution of \( W_n \) with mean \( \lambda = EW_n = \frac{c^{2-k}(n-r)(c^{k-1}-n^{k-1})}{n^k(c-n)} \).

In this study, we derived bounds for the error on \( |P(W_n \in A) - \text{Poi}_\lambda (A)| \), where \( W_n \) be the total number of multicolour matching. The tool for giving our main results consisted of the so-called poisson approximation and the Stein-chen method, which we mentioned them in Section 2. In Section 3, we use the Stein-chen method to derive the main results.

2. Method

Stein-Chen method [6],[1] was created to present the probabilities of rare event which can be approximated by Poission probabilities. The Normal distribution can often be used to approximate the common events. It introduces a new great technique to obtain the rate of convergence of the standard normal distribution. which gives,
Theorem 2.1. If \( W_n = \sum_{i=1}^{n} X_i, \) \( p_i = E(X_i) = P(X_i = 1), \) \( \lambda = E(W_n) \) and \( W_{n,i} \) be the random variable on same probability space as \( W_n, \) then

\[
|P(W_n \in A) - \mathcal{P}_\lambda(A)| \leq \|g_{\lambda,A}\| \sum_{i=1}^{n} p_i E|W_n - W_{n,i}|
\]

where \( \|g_{\lambda,A}\| = \sup_w [g_{\lambda,A}(w + 1) - g_{\lambda,A}(w)]. \)

Stein’s equation for the poisson distribution is of the form

\[
I_A(j) - \text{Poi}_\lambda(A) = \lambda g_{\lambda,A}(j + 1) - j g_{\lambda,A}(j)
\]

where \( \mathcal{P}_\lambda(I_A) = \sum_{w=0}^{\infty} I_A(w) \frac{\lambda^w}{w!}, \lambda > 0, j \in \mathbb{N} \cup \{0\}, A \subseteq \mathbb{N} \cup \{0\} \) and \( I_A : \mathbb{N} \cup \{0\} \rightarrow \mathbb{R} \) be defined by

\[
I_A(w) = \begin{cases} 
1 & ; w \in A, \\
0 & ; w \notin A.
\end{cases}
\]

The solution \( g_{\lambda,A} \) of (2.2) is the form

\[
g_{\lambda,A}(w) = \begin{cases} 
(w-1)! \lambda^{-w} e^\lambda \left[ \mathcal{P}_\lambda(I_A \cap C_{w-1}) - \mathcal{P}_\lambda(I_A) \mathcal{P}_\lambda(I_{C_{w-1}}) \right] & ; w \geq 1, \\
0 & ; w = 0
\end{cases}
\]

and

\[
C_{w-1} = \{0, 1, \ldots, w-1\}.
\]

For the substitution of \( j \) and \( \lambda \) in (2.2) by any integer-valued random variables \( W_n \) and \( \lambda = E(W_n), \) we have

\[
P(W_n \in A) - \mathcal{P}_\lambda(A) = E(\lambda g_{\lambda,A}(W_n + 1)) - E(W_n g_{\lambda,A}(W_n)).
\]

There were many authors defined the bound of \( \|g_{\lambda,A}\|. \) For \( A \subseteq \mathbb{N} \cup \{0\}, \) Chen [1] prove that

\[
\|g_{\lambda,A}\| \leq \min \{1, \lambda^{-1}\}
\]

and Janson [5] presented that

\[
\|g_{\lambda,A}\| \leq \lambda^{-1}(1 - e^{-\lambda}).
\]

For the non-uniform bound, Neammanee [7] proposed that

\[
\|g_{\lambda,A}\| \leq \min \left\{ \frac{1}{w_0}, \lambda^{-1} \right\}
\]
Teerapabolarn and Neammanee [9] revealed the bound of \( \| g_{\lambda, A} \| \) when \( A = \{0, 1, \ldots, w_0\} \) through the following:

\[
\| g_{\lambda, A} \| \leq \lambda^{-1} (1 - e^{-\lambda}) \min \left\{ 1, \frac{e^\lambda}{w_0 + 1} \right\}.
\]

For any subset \( A \) of \( \{0, 1, \ldots, n\} \), Santiwipanont and Teerapabolarn [8] proposed the bound in the form of

\[
(2.5) \quad \| g_{\lambda, A} \| \leq \lambda^{-1} \min \left\{ 1, \lambda, \frac{\Delta(\lambda)}{M_A + 1} \right\}
\]

where

\[
\Delta(\lambda) = \begin{cases} 
  e^\lambda + \lambda - 1 & \text{if } \lambda^{-1} (e^\lambda - 1) \leq M_A, \\
  2(e^\lambda - 1) & \text{if } \lambda^{-1} (e^\lambda - 1) > M_A,
\end{cases}
\]

and

\[
M_A = \begin{cases} 
  \max\{w \mid C_w \subseteq A\} & \text{if } 0 \in A, \\
  \min\{w \mid w \in A\} & \text{if } 0 \not\in A.
\end{cases}
\]

The problem of applying Theorem 2.1 is to find out \( W_{n,i} \) which makes \( E|W_n - W_{n,i}| \) small enough. So, there, generally, has not been solution. In case of \( X_1, \ldots, X_n \) are considered to be independent, we let \( W_{n,i} = W_n - X_i \). Then \( E|W_n - W_{n,i}| = p_i \) and from (2.1), we have

\[
|P(W_n \in A) - \text{Poi}_\lambda\{A\}| \leq \| g_{\lambda, A} \| \sum_{i=1}^{n} p_i^2.
\]

The problematic of constructing the \( W_{n,i} \) is finding out the dependent indicator. Theorem 2.1 will be presented in the next part to prove our main result through the construction of the random variable \( W_{n,i} \).

3. Result

The following theorem present bounds in poisson approximation for multicolour matching by using the Stein-Chen method.

**Theorem 3.1.** Let \( W_n \) be the total number of the multicolour matching and \( A \subseteq \mathbb{N} \cup \{0\} \). Then we have

1. \( |P(W_n \in A) - \text{Poi}_\lambda\{A\}| \leq C_{\lambda, n, r, A} \left\{ \frac{c_n^{(n-r)(n+c)}}{n^c} \right\} \leq \| g_{\lambda, A} \| \sum_{i=1}^{n} p_i^2. \)
2. \[ |P(W_n \in A) - \text{Poi}_\lambda(A)| \leq \left( 1 - e^{-\lambda} \right) \frac{(n-r)(n+c)r}{n^c e^\lambda} \times \left\{ \frac{e^2(n-1-r)(n^k-1)}{n^k e^\lambda(n-1)(n-c)} \right\}, \]
where \( \lambda = \frac{c^2-k(n-r)(e^k-1-n^k)}{n^k(c-n)} \), \( \mathcal{P}_\lambda(I_A) = e^{-\lambda} \sum_{w=0}^{\infty} I_A(w) \frac{\lambda^w}{w!} \),
\[ I_A(w) = \begin{cases} 1 & w \in A, \\ 0 & w \not\in A. \end{cases} \]
\[ C_{\lambda,n,r,A} = \min \left\{ 1, \lambda, \frac{\triangle(\lambda)}{M_A+1} \right\}, \]
\[ \triangle(\lambda) = \begin{cases} e^\lambda + \lambda - 1 & \text{if } \lambda^{-1}(e^\lambda - 1) \leq M_A, \\ 2(e^\lambda - 1) & \text{if } \lambda^{-1}(e^\lambda - 1) > M_A. \end{cases} \]
and
\[ M_A = \begin{cases} \max \{ w \mid C_w \subseteq A \} & \text{if } 0 \in A, \\ \min \{ w \mid w \in A \} & \text{if } 0 \not\in A. \end{cases} \]
when \( C_w = \{0, 1, 2, \ldots, w\} \)

**Proof.** After the \( k \) balls with \( c \) colors are thrown into the \( n \) boxes; they are randomly picked up \( r, r \geq 2 \) boxes. Let \( \{(i, j \ldots, r) : 1 \leq i < j < \ldots < r \leq k, b_i = b_j = \ldots = b_r \} \) have similar colors, whereas \( b_i \) is the box for putting the ball \( i \). For each \( i, j \in \{1, 2, \ldots, n\} \) such that \( i \neq j \), we take those balls which have been thrown into the \( b_i \) box. We, then, remove the \( b_i \) box and throw the balls independently into other boxes. We define the indicator random variable \( X_{ij} \) as follow.
\[ X_{ij} = \begin{cases} 1 & \text{if } b_j \in \{b_j, \ldots, b_r\} \text{ was similar in both numbers and colours,} \\ & \text{after removing } b_i \text{ box} \\ 0 & \text{otherwise.} \end{cases} \]
Let \( W_{n,i} = \sum_{i=1, j \neq i}^{n} X_{ij} \) be the total number of multicolour matching after we removed the \( b_i \) box which similar in both number and colour.

Suppose that \( \{j_s | s = 1, 2, 3, \ldots, w_0\} \) be the set of \( w_0 \) multicolour matching, \( w_0 < k \), so for each \( w_0 \in \{0, 1, 2, \ldots, k\} \), we got
\[ P(W_{n,i} = w_0) = \left( \frac{n-1-w_0}{r} \right) \left( \frac{n}{r} \right) \times \left\{ \sum_{r=2}^{k} \frac{e^r}{r^c n^r} \right\}^{w_0} \]
and
\[
P(W_n - X_i = w_0 \mid X_i = 1) = \frac{P(W_n - X_i = w_0, X_i = 1)}{P(X_i = 1)} = \frac{P(W_n = w_0 + 1, X_i = 1)}{P(X_i = 1)} \notag
\]
\[
= \frac{\binom{n-(w_0+1)}{r} \left\{ \sum_{r=2}^{n} \binom{c}{r} \right\}^{w_0+1}}{\binom{n-1}{r} \left\{ \sum_{r=2}^{n} \binom{c}{r} \right\}^{w_0}} \notag
\]

Then \(W_{n,i}\) had the same distribution as \(W_n - X_i\) conditional on \(X_i = 1\). In order to bound \(E|W_n - W_{n,i}|\), we observed that

- In case \(X_i = 1\), \(b_i\) is the set of multicolour matching boxes, so the number of boxes that are similar in both numbers and colours after removing the \(b_i\) box, equals to the number of multicolour matching minus 1, that was

\[(3.1) \quad W_{n,i} = W_n - 1.\]

- In case \(X_i = 0\), we had the total number of multicolour matching boxes after we removing the \(b_i\) box and we throw the balls again as defined, equals to the total number of multicolour matching boxes minus the sum of number of the \(b_j\) box, where \(j \neq i\), was similar in both numbers and colours at the first-throw and there are not similar in both numbers and colours after we throw them again, that was

\[(3.2) \quad W_{n,i} = W_n - \sum_{i,j=1,i\neq j}^{n} X_j Y_{ij}.\]

For each \(j \in \{0, 1, 2, \ldots, n\}\), such that \(j \neq i\), we defined the indicator random variable \(Y_{ij}\) as follow:

\[
Y_{ij} = \begin{cases} 
1 & \text{if } b_j \in \{b_j, \ldots, b_r\} \text{ was not similar in both numbers and colours,} \\
& \text{after we throw the balls again, in which these balls exactly} \\
& \text{used to land the } b_i \text{ box before} \\
0 & \text{otherwise.} 
\end{cases}
\]

We knew that
\[
E|W_n - W_{n,i}| = E(W_n - W_{n,i})^+ + E(W_n - W_{n,i})^-.
\]
Where

\[(W_n - W_{n,i})^+ = \max\{W_n - W_{n,i}, 0\},\]

and

\[(W_n - W_{n,i})^- = -\min\{W_n - W_{n,i}, 0\}.

Form (3.1) and (3.2).

- In case \(X_i = 1\), we had \((W_n - W_{n,i})^+ = 1\) and \((W_n - W_{n,i})^- = 0\).

- In case \(X_i = 0\), we had \((W_n - W_{n,i})^+ = \sum_{i,j=1,i\neq j}^n X_i Y_{ij}\) and \((W_n - W_{n,i})^- = 0\).

Therefore,

\[(W_n - W_{n,i})^+ = \sum_{i,j=1,i\neq j}^n X_i Y_{ij}\] and \((W_n - W_{n,i})^- = 0\).

\[
E(W_n - W_{n,i})^+ \leq E\left\{ \sum_{i,j=1,i\neq j}^n X_i Y_{ij} \right\}
\]

\[
= \sum_{i,j=1,i\neq j}^n E\{X_i Y_{ij}\}
\]

\[
= \sum_{i,j=1,i\neq j}^n \text{P}(X_i = 1, Y_{ij} = 1)
\]

\[
= \sum_{i,j=1,i\neq j}^n \text{P}(X_i = 1) \text{P}(Y_{ij} = 1)
\]

\[
= \sum_{i,j=1,i\neq j}^n \left\{ \binom{n-2}{r} \sum_{r=2}^k \frac{c^r}{c^{kn}} \right\} \left\{ 1 - \binom{n-1}{r} \sum_{r=2}^k \frac{c^r}{c^{kn}} \right\}
\]

\[
= \sum_{i,j=1,i\neq j}^n \frac{c^2(n-1-r)(n^{k-1} - c^{k-1})}{(nc)^k(n-1)(n-c)} \left\{ 1 - \frac{c^2(n-r)(n^{k-1} - c^{k-1})}{c^k(n-c)n^{k+1}} \right\}
\]

\[
\leq \frac{c^2(n-1-r)(n^{k-1} - c^{k-1})}{n^{k-1}c^k(n-1)(n-c)}.
\]

(3.3)

Hence, by (2.1), (3.1), (2.5) and (3.3), we had

\[
|P(W_n \in A) - \text{Poi}_\lambda(A)| \leq C_{\lambda,n,r} \left\{ \frac{c^2(n-1-r)(n^{k-1} - c^{k-1})}{n^{k-1}c^k(n-1)(n-c)} \right\}
\]
and

\[ |P(W_n \in A) - \text{Poi}_\lambda(A)| \leq (1 - e^{-\lambda}) \left\{ \frac{c^2(n - 1 - r)(n^{k-1} - c^{k-1})}{n^{k-1}c^k(n-1)(n-c)} \right\} \]

where \( \lambda = \frac{c^{2-k}(n-r)(c^{k-1} - n^{k-1})}{n^k(c-n)} \), and \( C_{\lambda,n,r,A} = \min\{1, \frac{\lambda}{M_{A+1}}\} \).

\[ \square \]

**Remark 3.2.** We see that the result in Theorem 3.1, for \( n \) beginning sufficiently large and \( A \subseteq \mathbb{N} \cup \{0\} \), we can approximate the cumulative probability of the number of the multicolour matching, \( P(W_n \in A) \), by the cumulative Poisson probability, \( \text{Poi}_\lambda(A) \) with \( \lambda = \frac{c^{2-k}(n-r)(c^{k-1} - n^{k-1})}{n^k(c-n)} \), i.e.,

\[ P(W_n \in A) \approx \text{Poi}_\lambda(A), \text{ when } n \to \infty \]
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