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1. INTRODUCTION 

Metric spaces were first established by Frechet [1] in 1906. Since then, metric spaces have been 

extensively generalized by concept abstraction, metric function modification, or the removal or 

relaxation of certain axioms. In recent years, fixed point research has focused increasingly on these 
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structures, and several insightful discoveries have been produced in this field [2–9]. Multiplicative 

metric spaces were first presented by A. E. Bashirov and colleagues in [10]. M. Ozavsar as well 

as A. C. Cevikel demonstrated fixed point findings of multiplicative contraction mappings as well 

as deduced topological structures of multiplicative metric spaces (MMS) in [11]. Numerous works 

on fixed point theory in MMS have been published; they include [12-16]. Czerwik [17] established 

b-Metric space, that is a simplification of a metric space. M. U. Ali et al. invented b-MMS in [18]. 

In b-MMSs, there are certain fixed-point outcomes and topological characteristics. 

A bipolar metric space is one of the most recent generalizations, as proposed by Mutlu and Gurdal 

[19]. A. Mutlu and U. Gurdal proposed the idea of bipolar metric space, providing a new concept 

for measuring the distance between members of two distinct sets. A generalization of metric space 

is called bipolar metric space. The reason for this is because distances occur more often between 

components of two distinct sets in real-world applications than midway points of a single set. Thus, 

bipolar metrics were created to ratify different kinds of distances. Basic examples include the 

affinity a session of scholars has for a certain set of events, the period mean distances among 

individuals as well as places, and several more. Other instances include the separation between 

sets and points in metric spaces and the separation among lines as well as points in a Euclidean 

space. A number of articles are being published for fixed point (FP) theory in bipolar metric spaces 

(BMS); for example, check [20-23] and the references therein. 

Here we were motivated by Bipolar MMS [24] and the multiplicative closed graph operators on 

b-MMS in a FP theorem [25] for introducing and analyzing the Bipolar b-MMS (BBMMS) and 

including other fixed-point theorems with more multiplicative closed graphs for different kinds of 

multiplicative contraction mapping. 

2. PRELIMINARY 

In this part, let us provide some known preliminary findings. Refer to [24] and [25] for further 

details. 

Definition 2.1: [24] Assume two non-empty sets, S and T. The following conditions must be met 

for a mapping 𝑝 ∶ 𝑄 × 𝑇 → [1, ∞) to be considered a bipolar multiplicative metric. 
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(i) 𝑝(𝑞, 𝑑) = 1 ⇒ 𝑞 = 𝑑, whenever (𝑞, 𝑑) ∈ 𝑄 × 𝐷, 

(ii) 𝑞 = 𝑑 ⇒ 𝑝(𝑞, 𝑑) = 1, whenever (𝑞, 𝑑) ∈ 𝑄 × 𝐷, 

(iii)𝑝(𝑞, 𝑑) = 𝑝(𝑑, 𝑞), ∀ 𝑞, 𝑑 ∈ 𝑄⋂𝐷, 

(iv)𝑝(𝑞1, 𝑑2) ≤ 𝑝(𝑞1, 𝑑1)𝑝(𝑞2, 𝑑1)𝑝(𝑠2, 𝑡2), ∀𝑠1, 𝑠2 ∈ 𝑆, 𝑎𝑛𝑑 𝑡1, 𝑡2 ∈ 𝑇. 

It is known as a bipolar multiplicative metric space (or, BMMS) for the triple (Q, D, p). 

Remark 2.2: [24] Let a BMMS be (Q, D, p). A set (Q, D, p) is said to be disjoint if 𝑄 ∩ 𝐷 =  ∅. 

If 𝑄 ∩  𝐷 ≠  ∅, then the space (Q, D, p) is a joint. The terms "right pole" and "left pole" of (Q, D, 

p) refer to the sets T and S, respectively.  

Example 2.3: [24] Let 𝑄 = (1, ∞), 𝐷 = (0, 1] . Define 𝑝: 𝑄 × 𝐷 → [0, ∞)  as p(q, d) = |
𝑞2

𝑑2|∗, 

whenever (q, d) ∈ 𝑄 × 𝐷, where |. | ∗ : 𝑁+  →  𝑁+is defined on a set of positive real numbers 𝑁+ 

as follows: |𝑧| =  𝑧 𝑖𝑓 𝑘 ≥ 1  𝑎𝑛𝑑 |𝑘| =
1

𝑘
 𝑖𝑓 𝑘 < 1. Then (Q, D, p) is a disjoint BMMS. 

Remark 2.4: [24] (Q, Q, p) is a BMMS if (Q, p) is an MMS. On the other hand, (Q, p) is an MMS 

if (Q, D, p) is a BMMS such that Q = D. 

Definition 2.5: [25] Presuming that F ≠ ∅ is a set as well as ℎ ∈ 𝑅 with ℎ ≥ 1. A multiplicative 

metric is a mapping q: F × F → R+= [0, ∞) fulfilling the following four principles 

(i) q(u, t) ≥ 1, ∀ u, t ∈ f, 

(ii) q(u, t) = 1 if and only if(or, iff) u = t in F, 

(iii) q(u, t) = q(t, u), ∀ u, t ∈  F, 

(iv) q(u, t) ≤ [q(u, ρ)q(ρ, ι)]h , ∀ u, ι, ρ ∈  F.  

Then, we call the triple (F, q, h) a b-MMS. 

Definition 2.6: [25] Presuming that (𝐹, 𝑞 ℎ) is a b-MMS, {𝑢𝑛} is a sequence in 𝐹, as well as 𝑢 ∈

𝐹. In that case {𝑢𝑛} is known multiplicative converging to u, if for each multiplicative open ball 

𝐵𝑒(𝑢)  =  {𝜄: 𝑞(𝑢, 𝑡) < 𝑒}, 𝑒 > 1 , there exists 𝑁 ∈ ℕ  so that 𝑢𝑛 ∈ 𝐵𝑒(𝑢), ∀ 𝑛 > 𝑁 . This is 

represented by 𝑢𝑛 →  𝑢(𝑛 →  ∞). 

Lemma 2.7: [25] Given a b-MMS (𝐹, 𝑞 ℎ) , {𝑢𝑛}  is a sequence in F, as well as 𝑢 ∈ 𝐹 . If 

𝑞(𝑢𝑛, 𝑢) → 1 (n → ∞), then 𝑢𝑛 →  𝑢(𝑛 →  ∞). 
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Lemma 2.8: [25] Considering that {𝑢𝑛} is a sequence in F as well as (𝐹, 𝑞 ℎ) is a b-MMS. There 

is a distinct multiplicative limit point for each multiplicative convergent sequence {𝑢𝑛}. 

Definition 2.9: [25] Assuming that a b-MMS is ( 𝐹, 𝑞 ℎ) . If there exists 𝑁 ∈ ℕ  so that 

𝑞(𝑢𝑛, 𝑢𝑚)  <  𝑒, ∀𝑚, 𝑛 ≥  𝑁, then the sequence {𝑢𝑛} ∈ 𝐹 is referred to as a multiplicative Cauchy 

sequence (or, MCS) for all 𝑒 >  1. 

Lemma 2.10: [25] Considering that {𝑢𝑛} is a sequence in F as well as (𝐹, 𝑞 ℎ) is a b-MMS. When 

𝑞(𝑢𝑛, 𝑢𝑚)   →  1(𝑚, 𝑛 →  ∞), {𝑢𝑛} is an MCS. 

3. BIPOLAR B-MULTIPLICATIVE METRIC SPACES 

Definition 3.1: Presuming that 𝐹 ≠ ⏀ is a set as well as 𝑤 ∈ ℝ with 𝑤 ≥ 1, a BBMMS is a 

structure (𝐹, 𝑃1, 𝑃2, 𝑤) , where 𝑃1: 𝐹 × 𝐹 → ℝ + = [0, ∞)  and 𝑃2: 𝐹 × 𝐹 → ℝ + = [0, ∞)   are 

mappings satisfying the following axioms for all 𝑣, 𝑙, 𝑑 ∈ 𝐹: 

1. 𝑃1(𝑣, 𝑙) ≥ 1 and 𝑃1(𝑣, 𝑙) ≥ 1 

2. 𝑃1(𝑣, 𝑙) = 1 if and only if 𝑣 = 𝑙 and 𝑃2(𝑣, 𝑙) = 1 if and only if 𝑣 = 𝑙, 

3. 𝑃1(𝑣, 𝑙) = 𝑃1(𝑙, 𝑣) as well as 𝑃2(𝑣, 𝑙) = 𝑃2(𝑙, 𝑣) 

4. 𝑃1(𝑣, 𝑙) ≤ [𝑃1(𝑣, 𝑑)𝑃1(𝑑, 𝑣) ]𝑤 and 𝑃2(𝑣, 𝑙) ≤ [𝑃2(𝑣, 𝑑)𝑃2(𝑑, 𝑣) ]𝑤 

This paradigm extends the multiplicative metric qualities to two distinct metrics, 𝑃1  and 𝑃2 , 

therefore encapsulating the essence of a BBMMS. 

Definition 3.2: Given a BBMMS (𝐹, 𝑃1, 𝑃2, 𝑤), a sequence {𝑣𝑛} in F, and 𝑣 ∈ 𝐹, this statement is 

true. If for each multiplicative open ball 𝑂𝑒1,𝑒2(𝑣) = {𝑙: 𝑃1(𝑣, 𝑙) < 𝑒1  𝑎𝑛𝑑 𝑃1(𝑣, 𝑙) <

𝑒1}, 𝑒1, 𝑒2 > 1, there exists 𝑤 ∈ ℕ such that 𝑣𝑛 ∈ 𝑂𝑒1,𝑒2(𝑣) for all 𝑛 > 𝑁. It is obtained by 𝑣𝑛 →

𝑣 as 𝑛 → ∞. 

Lemma 3.3: Given that (𝐹, 𝑃1, 𝑃2, 𝑤) is a BBMMS, {𝑣𝑛} is a sequence in F and 𝑣 ∈ 𝐹. Then, if 

and only if 𝑃1(𝑣𝑛, 𝑣) → 1 and if 𝑃2(𝑣𝑛, 𝑣) → 1 as 𝑛 → ∞. 

Lemma 3.4: Given that (𝐹, 𝑃1, 𝑃2, 𝑤) is a BBMMS and {𝑣𝑛}  is a sequence in F, we may assume 

the following. Then, there is a distinct multiplicative limit point for each multiplicative convergent 

sequence {𝑣𝑛}. 
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Definition 3.5: Assuming that (𝐹, 𝑃1, 𝑃2, 𝑤) is a BBMMS. The sequence {𝑣𝑛} ∈ 𝐹 is referred to 

as MCS if, for each 𝑒 > 1, there exists 𝑁 ∈ ℕ so that 𝑃1(𝑣𝑛, 𝑣𝑚) < 𝑒  and 𝑃2(𝑣𝑛, 𝑣𝑚) < 𝑒 for all 

 𝑚, 𝑛 ≥ 𝑁. 

Lemma 3.6: Assume that (𝐹, 𝑃1, 𝑃2, 𝑤) is a BBMMS and that {𝑣𝑛} is a sequence in 𝐹. Then, if 

and only if 𝑃1(𝑣𝑛, 𝑣𝑚)  →  1 and 𝑃2(𝑣𝑛, 𝑣𝑚)  →  1  as 𝑚, 𝑛 →  ∞, then {𝑣𝑛} is a multiplicative 

Cauchy sequence (MCS).  

Proof 

Assume {𝑣𝑛}  is an MCS. By definition 2.5, for each 𝑒 > 1 , there exists 𝑁 ∈ ℕ  so that 

𝑃1(𝑣𝑛, 𝑣𝑚) < 𝑒  and 𝑃2(𝑣𝑛, 𝑣𝑚) < 𝑒 for all 𝑚, 𝑛 ≥ 𝑁. 

Given 𝑒 > 1, we can choose 𝑒 = 1 + 𝜑 where 𝜑 > 0. Since 𝑃1 and 𝑃2 are multiplicative metrics, 

𝑃1(𝑣𝑛, 𝑣𝑚) < 1 + 𝜑    and 𝑃2(𝑣𝑛, 𝑣𝑚) < 1 + 𝜑  for all 𝑚, 𝑛 ≥ 𝑁. 

As 𝜑 →  0, 𝑒 →  1. Therefore, 𝑃1(𝑣𝑛, 𝑣𝑚)  →  1 and 𝑃2(𝑣𝑛, 𝑣𝑚)  →  1  as 𝑚, 𝑛 →  ∞. 

Assume 𝑃1(𝑣𝑛, 𝑣𝑚)  →  1 and 𝑃2(𝑣𝑛, 𝑣𝑚)  →  1  as 𝑚, 𝑛 →  ∞. 

Given 𝑒 > 1, there exists 𝑁1𝑁2 ∈ ℕ such that for all 𝑚, 𝑛 ∈ 𝑁1, 𝑃1(𝑣𝑛, 𝑣𝑚) < 𝑒 and for all , 𝑛 ∈

𝑁2, 𝑃2(𝑣𝑛, 𝑣𝑚) < 𝑒. 

Let 𝑁 = max (𝑁1, 𝑁2). Then for all 𝑚, 𝑛 ∈ 𝑁, 𝑃1(𝑣𝑛, 𝑣𝑚) < 𝑒 and 𝑃2(𝑣𝑛, 𝑣𝑚) < 𝑒. 

Therefore, {𝑣𝑛} is an MCS. 

The evidence is now complete. 

4. MAIN RESULTS 

In this section, let's demonstrate a few FP theorems for different multiplicative contractions on 

BBMMS. 

Theorem 4.1: Assuming that (𝐹, 𝑃1, 𝑃2, 𝑤)  be a complete BBMMS and let multiplicative 

contractive generalized (MCG) mapping be associated with 𝐺: 𝐹 → 𝐹. Let {𝐹𝑖} be an increasing 

series of subsets of 𝐹  such that  ∑ = ⋃ 𝐹𝑖
∞
𝑗=1 , 𝐺(𝐹𝑖) ⊆ 𝐹𝑖+1, ∀𝑖 , and for each 𝑖, 𝑃1(𝐺𝑑, 𝐺𝑦) ≤

𝑃1(𝑑, 𝑦)𝛽𝑖, 𝑃2(𝐺𝑑, 𝐺𝑦) ≤ 𝑃2(𝑑, 𝑦)𝜂𝑖, ∀𝑑,𝑦∈ 𝐹𝑖, where 𝛽𝑖 and 𝜂𝑖 are positive fixed values so that: 

∑ 𝑤𝑛𝛽1𝛽2…
∞
𝑛=1 𝛽𝑛 < ∞ , ∑ 𝑤𝑛𝜂1𝜂2…

∞
𝑛=1 𝜂𝑛 < ∞ . Then, for any fixed point 𝑑1 ∈ 𝐹{𝐺𝑛𝑑1} 
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multiplicatively converges to a FP in both 𝑃1 and 𝑃2. Moreover, if 𝛽𝑖 ∈ (0,1) & 𝜂𝑖 ∈ (0,1) for all 

𝑖, then 𝐺 has a unique FP (UFP) in 𝐹.  

Proof: 

Let 𝑑1 ∈ 𝐹 be arbitrarily chosen. Define the sequence {𝑑𝑛} using the formula 𝑑𝑛+1 = 𝐺(𝑑𝑛). We 

aim to demonstrate the Cauchy nature of this sequence in terms of both 𝑃1 and 𝑃2 metrics. Firstly, 

we demonstrate that {𝑑𝑛}  is a Cauchy sequence (CS) in (𝐹, 𝑃1). For 𝑛 ≥ 𝑚 ≥ 1, 

𝑃1(𝑑𝑛+1, 𝑑𝑛) = 𝑃1(𝐺(𝑑𝑛), 𝐺(𝑑𝑛+1)) ≤ 𝑃1(𝑑𝑛, 𝑑𝑛−1)𝛽𝑛 

By induction, for any 𝑘 ≤ 𝑛, 

𝑃1(𝑑𝑛+1, 𝑑𝑘) ≤ 𝑃1(𝑑𝑘, 𝑑𝑘+1)𝛽𝑘+1 … 𝛽𝑛 

Hence, we have 

𝑃1(𝑑𝑛+1, 𝑑1) ≤ 𝑃1(𝑑1, 𝑑2)𝛽2 … 𝛽𝑛 

The series ∑ 𝑤𝑛𝛽1𝛽2…
∞
𝑛=1 𝛽𝑛 < ∞  ensures that the product 𝛽1𝛽2…𝛽𝑛  tends to zero as 𝑛 → ∞. 

Therefore, {𝑑𝑛} is a CS in (𝐹, 𝑃1). 

Similarly, we indicate that {𝑑𝑛}  is a CS in (𝐹, 𝑃2). For 𝑛 ≥ 𝑚 ≥ 1, 

𝑃2(𝑑𝑛+1, 𝑑𝑛) = 𝑃2(𝐺(𝑑𝑛), 𝐺(𝑑𝑛+1)) ≤ 𝑃2(𝑑𝑛, 𝑑𝑛−1)𝜂𝑛 

By induction, for any 𝑘 ≤ 𝑛, 

𝑃2(𝑑𝑛+1, 𝑑𝑘) ≤ 𝑃2(𝑑𝑘, 𝑑𝑘+1)𝜂𝑘+1 … 𝜂𝑛 

Hence, we have 

𝑃2(𝑑𝑛+1, 𝑑1) ≤ 𝑃2(𝑑1, 𝑑2)𝜂2 … 𝜂𝑛 

The series ∑ 𝑤𝑛𝜂1𝜂2…
∞
𝑛=1 𝜂𝑛 < ∞.  ensures that the product 𝜂1𝜂2…𝜂𝑛  tends to zero as 𝑛 → ∞. 

Therefore, {𝑑𝑛} is a CS in (𝐹, 𝑃2). 

Since (𝐹, 𝑃1) and (𝐹, 𝑃2) are complete, the sequences {𝑑𝑛} converges to a point 𝑑∗ ∈ 𝐹 in both 

metrices.  

We need to show that 𝑑∗ is a fixed point for 𝐺. Since 𝐺 is continuous in both metrics, 

𝑑∗ = lim
𝑛→∞

𝑑𝑛 = lim
𝑛→∞

𝐺(𝑑𝑛−1) = 𝐺(𝑑∗) 

Suppose 𝛽𝑖 ∈ (0,1) & 𝜂𝑖 ∈ (0,1) for all 𝑖. Let 𝑑∗ and 𝑑∗∗ be two FP of G. Then,   

𝑃1(𝑑∗, 𝑑∗∗) = 𝑃1(𝐺(𝑑∗), 𝐺(𝑑∗∗)) ≤ 𝑃1(𝑑∗, 𝑑∗∗)𝛽𝑖, 
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where 𝛽𝑖 < 1. This implies that  𝑃1(𝑑∗, 𝑑∗∗) = 0, so 𝑑∗ = 𝑑∗∗ in 𝑃1. 

Similarly,  

𝑃2(𝑑∗, 𝑑∗∗) = 𝑃2(𝐺(𝑑∗), 𝐺(𝑑∗∗)) ≤ 𝑃2(𝑑∗, 𝑑∗∗)𝜂𝑖, 

where 𝜂𝑖 < 1. This implies that  𝑃1(𝑑∗, 𝑑∗∗) = 0, so 𝑑∗ = 𝑑∗∗ in 𝑃2. 

Thus 𝑑∗ is the unique FP of G. 

Therefore, G has a unique FP in F. This completes the proof. 

Corollary 4.2: Assuming that (𝐹, 𝑃1̂, 𝑃2̂) is a complete bipolar MMS, and 𝐺: 𝐹 → 𝐹 has a closed 

graph. Let {𝐹𝑖} be an expanding sequence of subsets of 𝐹 so that: ∑ = ⋃ 𝐹𝑖
∞
𝑗=1 , 𝐺(𝐹𝑖) ⊆ 𝐹𝑖+1, ∀𝑖, 

and for each 𝑖, 𝑃1̂(𝐺𝑑, 𝐺𝑦) ≤ 𝑃1̂(𝑑, 𝑦)𝛽𝑖, 𝑃2̂(𝐺𝑑, 𝐺𝑦) ≤ 𝑃2̂(𝑑, 𝑦)𝜂𝑖, ∀𝑑,𝑦∈ 𝐹𝑖, where 𝛽𝑖 and 𝜂𝑖 are 

positive fixed values so that: ∑ 𝑤𝑛𝛽1𝛽2…
∞
𝑛=1 𝛽𝑛 < ∞, ∑ 𝑤𝑛𝜂1𝜂2…

∞
𝑛=1 𝜂𝑛 < ∞. Then, for any FP 

𝑑1 ∈ 𝐹{𝐺𝑛𝑑1} multiplicatively converges (MC) to a FP in both 𝑃1̂  and 𝑃2̂ . Moreover, if 𝛽𝑖 ∈

(0,1) & 𝜂𝑖 ∈ (0,1) for all 𝑖, then 𝐺 has a unique FP in 𝐹. 

Proof 

Let 𝑃1(𝑑, 𝑦) = exp (𝑃1̂(𝑑, 𝑦))  and 𝑃2(𝑑, 𝑦) = exp (𝑃2̂(𝑑, 𝑦))  for all 𝑑, 𝑦 ∈ 𝐹 . Note that 

(𝐹, 𝑃1, 𝑃2) is now a complete BBMMS with 𝑤 = 1. 

Given that 𝑃1̂(𝐺𝑑, 𝐺𝑦) ≤ 𝑃1̂(𝑑, 𝑦)𝛽𝑖 for all 𝑑, 𝑦 ∈ 𝐹𝑖 and 𝛽𝑖 ∈ (0, ∞), we have: 

𝑃1(𝐺𝑑, 𝐺𝑦) = exp (𝑃1̂(𝐺𝑑, 𝐺𝑦)) ≤ exp (𝛽𝑖 (𝑃1̂(𝑑, 𝑦)) 

= (𝑒𝑥𝑝 (𝑃1(𝐺𝑑, 𝐺𝑦)))𝛽𝑖 

=  (𝑃1(𝑑, 𝑦))𝛽𝑖 

Similarly, 

𝑃2(𝐺𝑑, 𝐺𝑦) =  (𝑃2(𝑑, 𝑦))𝜂𝑖 

Since 𝑃1(𝑑, 𝑦) = exp (𝑃1̂(𝑑, 𝑦))  and 𝑃2(𝑑, 𝑦) = exp (𝑃2̂(𝑑, 𝑦)) , convergence in 𝑃1  and 𝑃2 

implies convergence in 𝑃1̂ and 𝑃2̂. Thus {𝐺𝑛𝑑1} converges to a FP in both 𝑃1̂ and 𝑃2̂. 

If 𝛽𝑖 ∈ (0,1) & 𝜂𝑖 ∈ (0,1) for all 𝑖, then any two FP 𝑑∗ and 𝑑∗∗ must satisfy: 

𝑃1̂(𝑑∗, 𝑑∗∗) = 𝑃1̂(𝐺(𝑑∗), 𝐺(𝑑∗∗)) ≤ exp (𝛽𝑖 (𝑃1̂(𝑑∗, 𝑑∗∗)) , where 𝛽𝑖 < 1 . This implies 

𝑃1̂(𝑑∗, 𝑑∗∗) = 0, so 𝑑∗ = 𝑑∗∗ in 𝑃1̂. 
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Similarly, 

𝑃2̂(𝑑∗, 𝑑∗∗) = 𝑃2̂(𝐺(𝑑∗), 𝐺(𝑑∗∗)) ≤ exp (𝜂𝑖 (𝑃1̂(𝑑∗, 𝑑∗∗)) , where 𝜂𝑖 < 1 . This implies 

𝑃2̂(𝑑∗, 𝑑∗∗) = 0, so 𝑑∗ = 𝑑∗∗ in 𝑃2̂. 

Therefore, 𝑑∗ is the unique FP of G. 

This concludes the evidence of corollary 4.2 in the context of a BBMMS. 

Example 4.3: Let 𝐹 = [1
4⁄ , ∞). Assume the metrics 𝑃1 and 𝑃2 on F are defined as: 𝑃1(𝑑, 𝑦) =

𝑚𝑎𝑥 {(𝑑
𝑦⁄ )

1
4⁄

, (
𝑦

𝑑⁄ )
1

4⁄

} , 𝑃2(𝑑, 𝑦) = 𝑚𝑎𝑥 {(𝑑
𝑦⁄ )

1
2⁄

, (
𝑦

𝑑⁄ )
1

2⁄

}  for all 𝑑, 𝑦 ∈ 𝐹 . Then 

(𝐹, 𝑃1, 𝑃2, 𝑤)  is a complete BBMMS with 𝑤 = 1 . Assume that 𝐹𝑛 = [1
4⁄ , 𝑛] , and let 𝛽𝑛 =

𝑛2

(𝑛+1)2 ∈ [1
4⁄ , 1) for 𝑛 = 1,2,3 …. Then, ∑ 𝑤𝑛𝛽1𝛽2…

∞
𝑛=1 𝛽𝑛 < ∞. 

Define 𝐺: 𝐹 → 𝐹 by 𝐺(𝑑) = 𝑑
1

4⁄  if  𝑑 ∈ 𝐹𝑛, for 𝑛 ∈ ℕ. 

For 𝑑, 𝑦 ∈ 𝐹𝑛, we get: 

𝑃1(𝐺(𝑑), 𝐺(𝑦)) = 𝑚𝑎𝑥 {(𝑑
1

4⁄

𝑦
1

4⁄⁄ )

1
4⁄

, (
𝑦

1
4⁄

𝑑
1

4⁄
⁄ )

1
4⁄

} 

= 𝑚𝑎𝑥 {(𝑑
𝑦⁄ )

1
16⁄

, (
𝑦

𝑑⁄ )
1

16⁄

} ≤ (𝑃1(𝑑, 𝑦))
1

4⁄ ≤ 𝑃1(𝑑, 𝑦)𝛽𝑛 

𝑃2(𝐺(𝑑), 𝐺(𝑦)) = 𝑚𝑎𝑥 {(𝑑
1

4⁄

𝑦
1

4⁄⁄ )

1
2⁄

, (
𝑦

1
4⁄

𝑑
1

4⁄
⁄ )

1
2⁄

} 

= 𝑚𝑎𝑥 {(𝑑
𝑦⁄ )

1
8⁄

, (
𝑦

𝑑⁄ )
1

8⁄

} ≤ (𝑃2(𝑑, 𝑦))
1

4⁄ ≤ 𝑃2(𝑑, 𝑦)𝛽𝑛, for all for 𝑛 ∈ ℕ. 

Thus, the hypotheses of Theorem 4.1 are fulfilled. Moreover, the unique FP is 1. 

Theorem 4.4: Assume that (𝐹, 𝑃1, 𝑃2, 𝑤)  is a complete BBMMS, and 𝐺: 𝐹 → 𝐹  is an MCG 

mapping. Let 𝐹1 ⊆ 𝐹2 ⊆ ⋯  be subset of 𝐹  such that 𝐹 = ⋃ 𝐹𝑖, 𝐺(𝐹𝑖
∞
𝑗=1 ) ⊆ 𝐹𝑖+1  for all 𝑖 , and 

𝑃1(𝐺𝑑, 𝐺𝑦) ≤ (𝑃1(𝐺𝑑, 𝑑)𝑃1(𝐺𝑦, 𝑦))
𝛾𝑖

, 𝑃2(𝐺𝑑, 𝐺𝑦) ≤ (𝑃2(𝐺𝑑, 𝑑)𝑃2(𝐺𝑦, 𝑦))
𝛾𝑖

 for all 𝑑, 𝑦 ∈ 𝐹𝑖 

and for all 𝑖, where 𝛾𝑖 ∈ (0,1) are actual positive fixed values such that ∑ 𝑤𝑛𝑎1𝑎2…
∞
𝑛=1 𝑎𝑛 < ∞, 
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where 𝑎𝑖 =
𝛾𝑖

1 − 𝛾𝑖
⁄ , ∀𝑖. Thus, G has a UPF in F. Furthermore, for any fixed 𝑑1 ∈ 𝐹, {𝐺𝑛𝑑1} MC 

to the unique FP. 

Proof 

Fix 𝑑1 ∈ 𝐹1 as well as 𝑑𝑛+1 = 𝐺𝑑𝑛 = 𝐺𝑛𝑑1 for all n= 1,2, … Then we have 𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤

(𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1)𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1))𝛾𝑛+1 = 𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1)𝛾𝑛+1𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛾𝑛+1 , and 

similarly, 

𝑃2(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ (𝑃2(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1)𝑃2(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1))𝛾𝑛+1 

= 𝑃2(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1)𝛾𝑛+1𝑃2(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛾𝑛+1 

Now we get, 

𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ (𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)
𝛾𝑛+1

1−𝛾𝑛+1 = 𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝑎𝑛+1, 

𝑃2(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ (𝑃2(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)
𝛾𝑛+1

1−𝛾𝑛+1 = 𝑃2(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝑎𝑛+1. 

Further, for 1 ≤ 𝑛 < 𝑚, we have 

𝑃1(𝐺𝑚𝑑1, 𝐺𝑚𝑑1) ≤ 𝑃1(𝐺𝑚𝑑1)

≤ 𝑃1(𝐺𝑚𝑑1, 𝐺𝑚−1𝑑1)𝑤𝑚−1
𝑃1(𝐺𝑚−1𝑑1, 𝐺𝑚−2𝑑1)𝑤𝑚−2

… 𝑃1(𝐺𝑚+1𝑑1, 𝐺𝑚𝑑1)𝑤𝑛
 

≤ 𝑃1(𝐺𝑑1, 𝑑1)∑ 𝑤𝑖𝑎2𝑎3…
𝑚−1
𝑖=𝑛 𝑎𝑖+1 

𝑃2(𝐺𝑚𝑑1, 𝐺𝑚𝑑1) ≤ 𝑃2(𝐺𝑚𝑑1)

≤ 𝑃2(𝐺𝑚𝑑1, 𝐺𝑚−1𝑑1)𝑤𝑚−1
𝑃2(𝐺𝑚−1𝑑1, 𝐺𝑚−2𝑑1)𝑤𝑚−2

… 𝑃2(𝐺𝑚+1𝑑1, 𝐺𝑚𝑑1)𝑤𝑛
 

≤ 𝑃2(𝐺𝑑1, 𝑑1)∑ 𝑤𝑖𝑎2𝑎3…
𝑚−1
𝑖=𝑛 𝑎𝑖+1 

Therefore, 𝑃1(𝐺𝑚𝑑1, 𝐺𝑚𝑑1) → 1  and 𝑃2(𝐺𝑚𝑑1, 𝐺𝑚𝑑1) → 1  as 𝑚, 𝑛 → ∞ . By lemma 3.6, 

{𝐺𝑚𝑑1}𝑚=1
∞  is a MCS in F. Let {𝐺𝑚𝑑1}𝑚=1

∞  MC to 𝑠∗ in F, that is multiplicatively complete. Evoke 

that {𝐺𝑚+1𝑑1}𝑚=1
∞  is too a MCS and its multiplicatively converges to 𝑑∗ in F. Also, the MCG 

property of G gives 𝐺𝑑∗ = 𝑑∗. Hence, we gained a FP 𝑑∗ of G. This process can be prolonged to 

the overall case: 𝑑1 ∈ 𝐹𝑛, for some n. 

If 𝐺𝑑∗ = 𝑑∗ and 𝐺𝑦∗ = 𝑦∗ in G, then let 𝑑∗ and 𝑦∗ be in 𝐹𝑛 for some n, so we have 

  1 ≤ 𝑃1(𝑑∗, 𝑦∗) = 𝑃1(𝐺𝑑∗, 𝐺𝑦∗) ≤ (𝑃1(𝐺𝑑∗, 𝑑∗)𝑃1(𝐺𝑦∗, 𝑦∗))𝛾𝑛 = 1, 

1 ≤ 𝑃2(𝑑∗, 𝑦∗) = 𝑃2(𝐺𝑑∗, 𝐺𝑦∗) ≤ (𝑃2(𝐺𝑑∗, 𝑑∗)𝑃2(𝐺𝑦∗, 𝑦∗))𝛾𝑛 = 1. 
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Therefore, 𝑑∗ = 𝑦∗. Thus, G has a UFP. 

Corollary 4.5: Let (𝐹, 𝑃1̂, 𝑃2̂) is a complete BMS, and 𝐺: 𝐹 → 𝐹 has a closed graph. Let {𝐹𝑖} be 

an increasing sequence of subsets of 𝐹 such that: ∑ = ⋃ 𝐹𝑖
∞
𝑗=1 , 𝐺(𝐹𝑖) ⊆ 𝐹𝑖+1, ∀𝑖, and for each 𝑖, 

𝑃1̂(𝐺𝑑, 𝐺𝑦) ≤ 𝛾𝑖(𝑃1̂(𝐺𝑑, 𝑑) , 𝑃1̂(𝐺𝑦, 𝑦)), 𝑃2̂(𝐺𝑑, 𝐺𝑦) ≤ 𝛾𝑖(𝑃2̂(𝐺𝑑, 𝑑) , 𝑃2̂(𝐺𝑦, 𝑦)) , ∀𝑑,𝑦∈ 𝐹𝑖 , 

where 𝛾𝑖 ∈ (0,1) are actual positive fixed values so that: ∑ 𝑤𝑛𝑎1𝑎2…
∞
𝑛=1 𝑎𝑛 < ∞,  where 𝑎𝑖 =

𝛾𝑖
1 − 𝛾𝑖

⁄ , ∀𝑖. Thus, G has a UPF in F. Furthermore, for any fixed 𝑑1 ∈ 𝐹, {𝐺𝑛𝑑1} MC to the UFP. 

Proof 

Let 𝑃1(𝑑, 𝑦) = exp (𝑃1̂(𝑑, 𝑦)) and 𝑃2(𝑑, 𝑦) = exp (𝑃2̂(𝑑, 𝑦)) for all 𝑑, 𝑦 ∈ 𝐹. Then (𝐹, 𝑃1, 𝑃2, 𝑤) 

is now a complete BBMMS with 𝑤 = 1 . Also, 𝑃1(𝐺𝑑, 𝐺𝑦) ≤ (𝑃1(𝐺𝑑, 𝑑)𝑃1(𝐺𝑦, 𝑦))
𝛾𝑖

, 

𝑃2(𝐺𝑑, 𝐺𝑦) ≤ (𝑃2(𝐺𝑑, 𝑑)𝑃2(𝐺𝑦, 𝑦))
𝛾𝑖

 for all 𝑑, 𝑦 ∈ 𝐹𝑖 and for all 𝑖, where 𝛾𝑖 ∈ (0, ∞) are actual 

positive fixed values so that ∑ 𝑤𝑛𝑎1𝑎2…
∞
𝑛=1 𝑎𝑛 < ∞, where 𝑎𝑖 =

𝛾𝑖
1 − 𝛾𝑖

⁄ , ∀𝑖. By theorem 4.4 

adopted for BBMMS, G has a UPF in F. Furthermore, for any fixed 𝑑1 ∈ 𝐹, {𝐺𝑛𝑑1} MC to 𝑑∗.  

Thus, corollary 4.5 follows from theorem 4.4 in the context of BBMMS. 

Theorem 4.6: Assume that (𝐹, 𝑃1, 𝑃2, 𝑤)  is a complete BBMMS, and 𝐺: 𝐹 → 𝐹  is an MCG 

mapping. Let 𝐹1 ⊆ 𝐹2 ⊆ ⋯  be subset of 𝐹  such that 𝐹 = ⋃ 𝐹𝑖, 𝐺(𝐹𝑖
∞
𝑗=1 ) ⊆ 𝐹𝑖+1  for all 𝑖 , and 

𝑃1(𝐺𝑑, 𝐺𝑦) ≤ 𝑃1(𝑑, 𝑦)𝛾𝑖𝑃2(𝑦, 𝐺𝑑)𝛿𝑖 , 𝑃2(𝐺𝑑, 𝐺𝑦) ≤ 𝑃2(𝑑, 𝑦)𝛾𝑖𝑃1(𝑦, 𝐺𝑑)𝛿𝑖 ,  for all 𝑑, 𝑦 ∈ 𝐹𝑖  and 

for all 𝑖, where 𝛾𝑖, 𝛿𝑖 ∈ (0,1) are actual positive fixed values such that ∑ 𝑤𝑛𝑎1𝑎2…
∞
𝑛=1 𝑎𝑛 < ∞, 

where 𝑎𝑖 =  
𝛾𝑖+𝑤𝛿𝑖

1−𝑤𝛿𝑖
, ∀𝑖. Then G has a UPF in F. Moreover, for any fixed 𝑑1 ∈ 𝐹, {𝐺𝑛𝑑1} MC to 

the UFP.  

Proof 

Fix 𝑑1 ∈ 𝐹1  as well as set 𝑑𝑛+1 = 𝐺𝑑𝑛 = 𝐺𝑛𝑑1  for all n=1,2,3… Then we have 

𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛾𝑛+1𝑃2(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛿𝑛+1 and similarly,  

𝑃2(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃2(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛾𝑛+1𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛿𝑛+1 

Since 𝑃1(𝐺𝑛𝑑1, 𝐺𝑛𝑑1) = 1 and 𝑃2(𝐺𝑛𝑑1, 𝐺𝑛𝑑1) = 1  we get, 

𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ (𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛾𝑛+1𝑃2(𝐺𝑛𝑑1, 𝐺𝑛+1𝑑1)𝛿𝑛+1, 
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𝑃2(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ (𝑃2(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛾𝑛+1𝑃1(𝐺𝑛𝑑1, 𝐺𝑛+1𝑑1)𝛿𝑛+1. 

Now we get, 

𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛾𝑛+1+𝑤𝛿𝑛+1, 

𝑃2(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃2(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝛾𝑛+1+𝑤𝛿𝑛+1. 

Therefore, 

𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝑎𝑛+1, 

𝑃2(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃2(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝑎𝑛+1,  

where 𝑎𝑛+1 =
𝛾𝑛+1+𝑤𝛿𝑛+1

1−𝑤𝛿𝑛+1
 

Proceeding further, 

𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃1(𝐺1
𝑑, 𝑑1) ∏ 𝑎𝑖

𝑛+1
𝑖=2 , 

𝑃2(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃2(𝐺1
𝑑, 𝑑1) ∏ 𝑎𝑖

𝑛+1
𝑖=2 , 

Further, for 1 ≤ 𝑛 < 𝑚, we have 

𝑃1(𝐺𝑚𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃1(𝐺1
𝑑, 𝑑1) ∑ ∏ 𝑎𝑗

𝑛+1

𝑖=2

𝑚−1

𝑖=𝑛

 

𝑃2(𝐺𝑚𝑑1, 𝐺𝑛𝑑1) ≤ 𝑃2(𝐺1
𝑑 , 𝑑1) ∑ ∏ 𝑎𝑗

𝑛+1

𝑖=2

𝑚−1

𝑖=𝑛

 

Therefore, 𝑃1(𝐺𝑚𝑑1, 𝐺𝑛𝑑1) → 1  and 𝑃2(𝐺𝑚𝑑1, 𝐺𝑛𝑑1) → 1  as 𝑚, 𝑛 → ∞ . By lemma 3.6, 

{𝐺𝑚𝑑1}𝑚=1
∞  is a MCS in F. Let {𝐺𝑚𝑑1}𝑚=1

∞  MC to 𝑑∗ in F, that is multiplicatively complete. Evoke 

that {𝐺𝑚+1𝑑1}𝑚=1
∞  is too a MCS and its MC to 𝑑∗ in F. Also, the MCG property of G gives 𝐺𝑑∗ =

𝑑∗. Thus, we gained a FP 𝑑∗ of G. This process can be expanded to the overall case: 𝑑1 ∈ 𝐹𝑛, for 

some n. 

If 𝐺𝑑∗ = 𝑑∗ and 𝐺𝑦∗ = 𝑦∗ in G, then let 𝑑∗ and 𝑦∗ be in 𝐹𝑛 for some n, so we have 

  1 ≤ 𝑃1(𝑑∗, 𝑦∗) = 𝑃1(𝐺𝑑∗, 𝐺𝑦∗) ≤ 𝑃1(𝑑∗, 𝑦∗)𝛾𝑛𝑃2(𝑦∗, 𝐺𝑑∗)𝛿𝑛 ≤ 𝑃1(𝑑∗, 𝑦∗)𝛾𝑛+𝛿𝑛, 

1 ≤ 𝑃2(𝑑∗, 𝑦∗) = 𝑃2(𝐺𝑑∗, 𝐺𝑦∗) ≤ 𝑃2(𝑑∗, 𝑦∗)𝛾𝑛𝑃1(𝑦∗, 𝐺𝑑∗)𝛿𝑛 ≤ 𝑃2(𝑑∗, 𝑦∗)𝛾𝑛+𝛿𝑛. 

Then, 

𝑃1(𝑑∗, 𝑦∗) ≤ 𝑃1(𝑑∗, 𝑦∗)(𝛾𝑛 + 𝛿𝑛)𝑚, 
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𝑃2(𝑑∗, 𝑦∗) ≤ 𝑃2(𝑑∗, 𝑦∗)(𝛾𝑛 + 𝛿𝑛)𝑚, ∀𝑖∈ 𝑁. 

Since (𝛾𝑛 + 𝛿𝑛)𝑚 → 0  as 𝑚 → ∞  because 𝛾𝑛 + 𝛿𝑛 < 1 , it follows that 𝑃1(𝑑∗, 𝑦∗) = 1  and 

𝑃2(𝑑∗, 𝑦∗) = 1. 

Thus, 𝑑∗ = 𝑦∗. Hence, G has a unique FP. 

Therefore, the proof is complete and we have established that G has a UFP in the BBMMS 

(𝐹, 𝑃1, 𝑃2, 𝑤), and for any fixed 𝑑1 ∈ 𝐹, {𝐺𝑛𝑑1} MC to this UFP. 

Remark 4.7: In theorem 4.6, replacing the condition 𝑃(𝐺𝑑, 𝐺𝑦) ≤ 𝑃(𝑑, 𝑦)𝛾𝑖𝑃(𝑦, 𝐺𝑑)𝛿𝑖,  for all 

𝑑, 𝑦 ∈ 𝐹𝑖 and for all 𝑖, where 𝛾𝑖, 𝛿𝑖 ∈ (0,1) are actual positive fixed values so that 𝛾𝑛 + 𝛿𝑛 < 1, ∀𝑖 

as well as ∑ 𝑤𝑛𝑎1𝑎2…
∞
𝑛=1 𝑎𝑛 < ∞ , where 𝑎𝑖 =  

𝛾𝑖+𝑤𝛿𝑖

1−𝑤𝛿𝑖
, ∀𝑖 , with the condition 𝑃(𝐺𝑑, 𝐺𝑦) ≤

𝑃(𝐺𝑑, 𝐺𝑦)𝛾𝑖𝑃(𝑦, 𝐺𝑑)𝛿𝑖 ,  for all 𝑑, 𝑦 ∈ 𝐹𝑖  and for all 𝑖 , where 𝛾𝑖, 𝛿𝑖 ∈ (0,1) are actual positive 

fixed values so that 𝛾𝑛 + 𝛿𝑛 < 1, ∀𝑖 as well as ∑ 𝑤𝑛𝑎1𝑎2…
∞
𝑛=1 𝑎𝑛 < ∞, where 𝑎𝑖 =  

𝑤𝛿𝑖+1

1−𝑤𝛿𝑖+1−𝛾𝑖+1
, 

∀𝑖, also guarantees the existence of a unique FP in the BBMMS (𝐹, 𝑃1, 𝑃2, 𝑤). 

Theorem 4.8: Assume that (𝐹, 𝑃1, 𝑃2, 𝑤)  is a complete BBMMS, and 𝐺: 𝐹 → 𝐹  is an MCG 

mapping. Let 𝐹1 ⊆ 𝐹2 ⊆ ⋯  be subset of 𝐹  such that 𝐹 = ⋃ 𝐹𝑖, 𝐺(𝐹𝑖
∞
𝑗=1 ) ⊆ 𝐹𝑖+1  for all 𝑖 , and 

𝑃1(𝐺𝑑, 𝐺𝑦) ≤ (𝑃1(𝐺𝑑, 𝑦)𝑃1(𝐺𝑦, 𝑑))
𝛾𝑖

, 𝑃2(𝐺𝑑, 𝐺𝑦) ≤ (𝑃2(𝐺𝑑, 𝑦)𝑃2(𝐺𝑦, 𝑑))
𝛾𝑖

 for all 𝑑, 𝑦 ∈ 𝐹𝑖 

and for all 𝑖, where 𝛾𝑖 ∈ (0, 1
2⁄ ) are actual positive fixed values so that ∑ 𝑤𝑛𝑎1𝑎2…

∞
𝑛=1 𝑎𝑛 < ∞, 

where 𝑎𝑖 =
𝑤𝛾𝑖

1 − 𝑤𝛾𝑖
⁄ , ∀𝑖. Thus, G has a UPF in F. Furthermore, for any fixed 𝑑1 ∈ 𝐹, {𝐺𝑛𝑑1} 

MC to the UFP. 

Proof 

Fix 𝑑1 ∈ 𝐹1  and 𝑑𝑛+1 = 𝐺𝑑𝑛 = 𝐺𝑛𝑑1  for all n = 1,2, …  Then we have 𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤

(𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1)𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1))𝛾𝑛+1 

Since 𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) = 1, we get 

𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ (𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1)𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1))𝛾𝑛+1 

= 𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1)𝛾𝑛+1𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1))𝛾𝑛+1 

Now we get, 



13 

FIXED POINTS OF OPERATORS WITH MULTIPLICATIVE CLOSED GRAPHS 

𝑃1(𝐺𝑛+1𝑑1, 𝐺𝑛𝑑1) ≤ (𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)
𝛾𝑛+1

1−𝛾𝑛+1 

      = 𝑃1(𝐺𝑛𝑑1, 𝐺𝑛−1𝑑1)𝑎𝑛+1, 

      ≤ 𝑃1(𝐺𝑑1, 𝑑1)∑ 𝑤𝑖𝑎2𝑎3…
𝑚−1
𝑖=𝑛 𝑎𝑖+1 

Further, for 1 ≤ 𝑛 < 𝑚, we have 

𝑃1(𝐺𝑚𝑑1, 𝐺𝑚𝑑1) ≤ 𝑃1(𝐺𝑚𝑑1)

≤ 𝑃1(𝐺𝑚𝑑1, 𝐺𝑚−1𝑑1)𝑤𝑚−1
𝑃1(𝐺𝑚−1𝑑1, 𝐺𝑚−2𝑑1)𝑤𝑚−2

… 𝑃1(𝐺𝑚+1𝑑1, 𝐺𝑚𝑑1)𝑤𝑛
 

≤ 𝑃1(𝐺𝑑1, 𝑑1)∑ 𝑤𝑖𝑎2𝑎3…
𝑚−1
𝑖=𝑛 𝑎𝑖+1 

Therefore, 𝑃1(𝐺𝑚𝑑1, 𝐺𝑚𝑑1) → 1 as 𝑚, 𝑛 → ∞. Similarly, 𝑃2(𝐺𝑚𝑑1, 𝐺𝑚𝑑1) → 1 as 𝑚, 𝑛 → ∞. By 

lemma 3.6, {𝐺𝑚𝑑1}𝑚=1
∞  is a MCS in F. Let {𝐺𝑚𝑑1}𝑚=1

∞  MC to 𝑠∗ in F, that is multiplicatively 

complete. Evoke that {𝐺𝑚+1𝑑1}𝑚=1
∞  is too a MCS as well as its multiplicatively converges to 𝑑∗ 

in F. Also, the MCG property of G gives 𝐺𝑑∗ = 𝑑∗. Thus, we gained a FP 𝑑∗ of G. This process 

can be expanded to the overall case: 𝑑1 ∈ 𝐹𝑛, for some n. 

If 𝐺𝑑∗ = 𝑑∗ and 𝐺𝑦∗ = 𝑦∗ in G, then let 𝑑∗ and 𝑦∗ be in 𝐹𝑛 for some n, so we have 

  1 ≤ 𝑃1(𝑑∗, 𝑦∗) = 𝑃1(𝐺𝑑∗, 𝐺𝑦∗) ≤ (𝑃1(𝐺𝑑∗, 𝑦∗)𝑃1(𝐺𝑦∗, 𝑑∗))𝛾𝑛 = 1, 

1 ≤ 𝑃2(𝑑∗, 𝑦∗) = 𝑃2(𝐺𝑑∗, 𝐺𝑦∗) ≤ (𝑃2(𝐺𝑑∗, 𝑦∗)𝑃2(𝐺𝑦∗, 𝑑∗))𝛾𝑛 = 1. 

Therefore, 𝑑∗ = 𝑦∗. Hence, G has a unique FP. 

Corollary 4.9: Let (𝐹, 𝑃1̂, 𝑃2̂) is a complete bipolar metric space, as well as 𝐺: 𝐹 → 𝐹 has a closed 

graph. Let {𝐹𝑖} be an expanding sequence of subsets of 𝐹 such that: ∑ = ⋃ 𝐹𝑖
∞
𝑗=1 , 𝐺(𝐹𝑖) ⊆ 𝐹𝑖+1, 

∀𝑖 , and for each 𝑖 , 𝑃1̂(𝐺𝑑, 𝐺𝑦) ≤ 𝛾𝑖(𝑃1̂(𝐺𝑑, 𝑦) , 𝑃1̂(𝐺𝑦, 𝑑)), 𝑃2̂(𝐺𝑑, 𝐺𝑦) ≤

𝛾𝑖(𝑃2̂(𝐺𝑑, 𝑦) , 𝑃2̂(𝐺𝑦, 𝑑)) , ∀𝑑,𝑦∈ 𝐹𝑖 , where 𝛾𝑖 ∈ (0, ∞)  are positive fixed values so that: 

∑ 𝑤𝑛𝑎1𝑎2…
∞
𝑛=1 𝑎𝑛 < ∞,  where 𝑎𝑖 =

𝛾𝑖
1 − 𝛾𝑖

⁄ , ∀𝑖. Then G has a UPF in F. Furthermore, for any 

fixed 𝑑1 ∈ 𝐹, {𝐺𝑛𝑑1} MC to the UFP. 

Proof 

Let 𝑃̂ = exp (𝑃1̂) and where 𝑃1̂(𝑑, 𝑦) = exp (𝑃1̂(𝑑, 𝑦) for all 𝑑, 𝑦 ∈ 𝐹. Then (𝐹, 𝑃̂, 𝑤) is now a 

complete BBMMS with 𝑤 = 1. Also, 𝑃1(𝐺𝑑, 𝐺𝑦) ≤ (𝑃̂(𝐺𝑑, 𝑦)𝑃1(𝐺𝑦, 𝑑))
𝛾𝑖

for all 𝑑, 𝑦 ∈ 𝐹𝑖 and 
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for all 𝑖, where 𝛾𝑖 ∈ (0, ∞) are actual positive fixed values so that ∑ 𝑤𝑛𝑎1𝑎2…
∞
𝑛=1 𝑎𝑛 < ∞, where 

𝑎𝑖 =
𝛾𝑖

1 − 𝛾𝑖
⁄ , ∀𝑖. By theorem 4.8 adopted for BBMMS, G has a UPF in F. Moreover, for any 

fixed 𝑑1 ∈ 𝐹, {𝐺𝑛𝑑1} MC to 𝑑∗.  

Thus, corollary 4.9 follows from theorem 4.8 in the context of BBMMS. 

5. CONCLUSION 

The sufficient and necessary condition for a bipolar b-multiplicative metric space (𝐹, 𝑃1, 𝑃2, 𝑤) to 

be a multiplicative metric space is 𝑤 =  1. By applying the exponential transformation, all the 

fixed-point outcomes are transformable from bipolar b-multiplicative metric spaces into metric 

spaces. Three examples it is given in Corollaries 4. 2. 4. 5 and 4. 9. Thus, it is very important to 

analyze FP of multiplicative contractions in BBMMS. 
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