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Abstract: Ordinal logistic regression is a statistical method used to analyze the ordinal response variable with three 

or more categories and predictor variables that are categorical or continuous. The parametric models for ordinal 

response variable assume that the predictor is given by a linear form of covariates. In this study, the parametric 

models are extended to include smooth components based on nonparametric approach. The covariates are modeled 

as unspecified but smooth functions. Estimation is based on local maximum likelihood estimation (LMLE). 
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1. INTRODUCTION 

The logistic regression model is used to analyze the relationship between response variables 

that are categorical and predictor variables that are categorical or continuous. If the response 

variable consists of two categories, then it is called a binary logistic regression model. While if the 

response variable is divided into more than two categories with ordinal scale then it is called the 
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ordinal logistic regression model [1]. There are two ways to approach the regression model, i.e. 

parametric and nonparametric approach. While semiparametric is a combination both of them.  

Several studies on logistic regression based on parametric approach have been discussed by 

[2-3] who examined parameter estimation using the maximum likelihood estimation (MLE) 

method, numerical approaches for parameter estimation and diagnosis in logistic regression 

models. Researchers [3] studied parameter estimation, hypothesis testing and selection of the best 

model in the logistic regression model. Next, computational algorithms for multinomial logistic 

regression modeling was examined by [4].  

The researches that studied logistic regression using semiparametric approach have been 

carried out by [5] who examined parameter estimation using the penalized likelihood estimation 

method in the semiparametric multinomial logit model, and by [6] who discussed semiparametric 

ordinal logistic model. Parameter estimation based on kernel estimator in semiparametric 

multinomial logit model was examined by [7]. 

Furthermore, researches on logistic regression by using nonparametric approach have been 

carried out by [8] who studied parameter estimation using the local likelihood estimation (LLE) 

method based on local scoring algorithm, by [9] who examined parameters estimation of the 

multinomial logistic regression based on kernel estimators, and by [10-12] who studied the 

binary logistic regression based on local likelihood logit estimation (LLLE). Some researchers 

studied nonparametric binary logistic regression based on generalized additive model (GAM), 

for examples, by using local linear estimator [13-14], by using penalized spline estimator [15-17] 

and by using local polynomial estimator [18]. In this study, we develop local maximum 

likelihood estimation (LMLE) method for estimating nonparametric ordinal logistic regression 

model approach and provide algorithm for estimating the parameters. 

 

2. PRELIMINARIES 

The nonparametric ordinal logistic regression model is an extension of the ordinal logistic 

regression model with a nonparametric approach. According to [8], the general form of the 

nonparametric ordinal logistic regression model is 

(1)                  ( )
1

logit Pr ( )   , 1,..., -1
p

g j j

j

Y g f x g G
=

  = + =  x        
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where g is the category of response variable, p is the number of predictor variables, 

1 21
T

px x x =  x  is a vector of predictor variables, 
 
is the intercept parameter, and ( )jf   

is a regression function whose unknown form of the k-th predictor variable which will be estimated 

by nonparametric approach. 

According to [19], if jx  is around 0 jx  then the function ( )jf   can be approximated by 

Taylor expansion for d = 1 which can be expressed as follows: 

(2)           ( ) ( ) ( ) ( ) ( ) ( )( )0 0 0 0 0 1 0 0j j j j j j j j j j jf x f x x x f x x x x x  + −  + −
              

 

Based on equation (2) then equation (1) can be written as  

(3)          ( ) ( ) ( )0 0logit T

gP Y g x x  = + x x           

where ( ) ( ) ( ) ( )0 0 1 01 2 02 0

T

p px x x x    =
 

  

 ( )0 1 01 2 02 01
T

p px x x x x x x = − − − x  

Based on equations (1) and (3), the cumulative probability of the g-th response category can be 

expressed as 

(4)           ( )
( ) ( )( )
( ) ( )( )
0 0

0 0

exp
 , 1,2,..., 1

1 exp

T
g

T
g

x x
P Y g g G

x x





+
 = = −

+ +

x
x

x




             

 Suppose ( ) ( )g P Y g = =x x  that the probability of the response variable has the g-th 

category, then we get 

(5)          ( )
( ) ( )( )
( ) ( )( )

( ) ( )( )
( ) ( )( )

0 0 1 0 0

0 0 1 0 0

exp exp

1 exp 1 exp

T T
g g

g T T
g g

x x x x

x x x x

 

 


−

−

+ +
= −

+ + + +

x x
x

x x

 

 
      

where 
( ) ( )( )
( ) ( )( )

0 0 0

0 0 0

exp
0

1 exp

T

T

x x

x x





+
=

+ +

x

x




 and 

( ) ( )( )
( ) ( )( )
0 0

0 0

exp
1

1 exp

T
G

T
G

x x

x x





+
=

+ +

x

x




.    

                    
 

The probability values for each response category are used as a guideline for classification. An 

observation will fall into the g-th category response based on the greatest probability value. 

 

3. MAIN RESULTS 

In this section we describe the main results of the research including estimating parameters of 

model and algorithm for estimating the parameters.  
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3.1 Estimating Parameters of Model 

The parameter estimation of the nonparametric ordinal logistic regression model is performed 

by using LMLE method. The initial step of estimating this parameter starts with taking n random 

samples that are mutually independent. For example ( )1 2, , ,..., ,i i ip ix x x y  is data paired with 

( )1 2, , ,...,i i ipx x x  is data from as many as p predictor variables and iy  is data from categorical 

response variables with ordinal scale consisting of G  categories with the probability of the 

outcome in the g-category is ( )g i x then 

( ) ( ) ( ) ( )( )
1 2 , 1 1 2 1
, , ..., Multinomial 1; , ,...,~

i i i i G i i G i
y y y   

− −
= x x xY , then form the local likelihood 

function is [10]: 

( ) ( )
( )0

1

1

p

h ij jj
j

K x xn

i i

i

L f y
=

−

=



=  

(6)     ( ) ( )( )
( ) ( )( )

( ) ( )( )
( ) ( )( )

( )0
1

0 0 1 0 0

1 1 0 0 1 0 0

exp exp

1 exp 1 exp

p

ij jh jig
j

K x x
y

T Tn G
g i ig

T T
i g g i ig

x x x x

x x x x

 

 

=

−

−

= = −

  
   
  
  

   

+ +
= −

+ + + +



 
x x

x x

 

 

  

where ( )1 2 1, 0

T

i i i G i i
x  

−
=      is the local parameter of the nonparametric ordinal 

logistic regression model in the i-th observation and ( )hK u  is the Kernel weighting function. 

According to [20], Kernel functions are defined as  

(7)            ( )
1

h

u
K u K

h h

 
=  

 
 for  , 0u h−               

where h  is the optimum bandwidth value. 

Based on the LMLE method, the parameter estimation of the nonparametric ordinal logistic 

regression model can be obtained by maximizing the local likelihood function. To simplify the 

calculation, the ln-transformation is carried out on the local likelihood function so that the ln-local 

likelihood function is formed as follows: 

(8)           ( ) ( )
( ) ( )( )
( ) ( )( )

( ) ( )( )
( ) ( )( )

0 0 1 0 0

0

1 11 0 0 1 0 0

exp exp
ln

1 exp 1 exp
ji

T Tpn G
g i ig

ij igjh T T
i gj g i ig

x x x x
K x x y

x x x x

 

 

−

= == −

   
   

   
   

   

+ +
= − −

+ + + +
 

x x

x x


 

 

       

In this study, we estimate the parameters for a model that has a response variable consisting of 

3 categories. Therefore, the ln-local likelihood function that is formed is as follows: 
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(9)           ( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )( )0 1 1 0 0 1 2 1 0 0

1 1

ln 1 exp
j

pn
T T

i ij i ij i i ih

i j

K x x y x x y y x x 
= =






= − + − + + +  x x  

 
 ( ) ( )( ) ( ) ( )( )( )2 2 0 0 1 0 0ln exp expT T

i iiy x x x x + + − +x x  ( ) ( ) ( )( )( )1 2 0 01 ln 1 exp T
iiy x x





+ − + + x   

 Parameter estimation is done by performing the first partial derivative of equation (9) on the 

parameter to be estimated and then equalized to zero, therefore we obtain 

(10)         
( )

( ) ( ) 1 1
0 1 1 2 2

1 1 2 11 1

0
1j

pn
i

h ij j i i i i

i j

e e
K x x y y y y

e e e
= =

   
 = − − + − = 

 + −   
 


 

(11)

         

( )
( ) ( )2 2

0 2 1
2 2 1 21 1

1 0
1j

pn
i

h ij j i i

i j

e e
K x x y y

e e e
= =

   
 = − + − = 

 − +   
 



         

  

(12)        ( )
( )

( ) ( ) ( ) ( ) ( ) 2
0 1 2 0 1 0

1 20 1 1

1
1 0

1 1j

pn
i T T

ij i ij i i ih

i j

e
K x x y y x y x

e ex
= =

                     


= − + + − =

+ +   x x



  

 

  

where  ( ) ( )( )1 1 0 0exp T
ie x x= +x    and  ( ) ( )( )2 2 0 0exp T

ie x x= +x  . 

The result of the first partial derivatives are not closed-form, therefore a numerical 

optimization such as the Newton-Raphson method is needed to obtain the local-maximum 

likelihood estimators. The equation used in the Newton-Raphson iteration process is [21]: 

(13)          ( ) ( )
1

( 1) ( ) ( ) ( )t t t t

i i i i

−
+
= −      H q                  

where t  is the number of iterations (t = 0,1,2,…), ( )i
q  is the gradient vector with the vector 

elements being the first partial derivative of the ln-local likelihood function against the parameter 

to be estimated and ( )i
H  is a Hessian matrix with the elements of the matrix being the second 

partial derivative of the ln-local likelihood function for the parameter to be estimated, hence 

required the second partial derivative of the ln-local likelihood function against the parameter to 

be estimated. The results of the second partial derivative obtained are as follows:
 

(14)              
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(15)                 

(16)              

(17)              

(18)             

(19)       

 

         

The Newton-Raphson iteration process will stop if the convergent conditions, where 

( 1) ( )t t


+
−    , which   is a very small number. The estimation results obtained are 

( 1)t+
  at 

the time of the last iteration. This iteration procedure is repeated for every i-th observation, 

therefore a local parameter estimator will be obtained from a nonparametric ordinal logistic 

regression model based on a linear local estimator.  

3.2 Algorithm for Estimating Parameters 

The algorithm for estimating parameter of nonparametric ordinal logistic regression model 

using the local maximum likelihood estimation (LMLE) method are as follows: 

1. Determining the indicator variable of Y, i.e 

 1igy = , if iy  has a g-th category ( )1, 2,...,  ; 1, 2,3i n g= =  

 0igy = , for others 

2. Determining the initial value of bandwidth (h) for each predictor variable 
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3. Estimating i  (for 1, 2,...,i n= ) using the Newton-Raphson algorithm as follows: 

a. Determining the initial value of the parameter estimator (0)
i using a parametric ordinal 

logistic regression model 

b. Forming the gradient vector ( )( )t

iq  and the Hessian matrix ( )( )t

iH  

c. Calculating 

( ) ( )
1

( 1) ( ) ( ) ( )t t t t

i i i i

−
+  = −

 
   H q  

d. If value of ( 1) ( )t t

i i + −    for 
610 −= , then go to step (e), but if it has not converged 

then return to step (b) for the iteration to- 1t t= +  

e. Get an estimator ˆ
i  

4. Calculating the value of ,
ˆ

i g   

5. Repeating step (3) to (4) for 2,...,i n=  

6. Calculating ( )CV h value with the formula: 

 ( ) ( )( )
3

2

, ,

1 1

ˆ
n

i g i g

i g

CV h y h
= =

= −  

7. Repeating step (3) to (6) for different bandwidth values (h) so that the minimum value of 

( )CV h  is obtained 

8. Get the optimal bandwidth value ( opth ) based on the value of h  that minimizes ( )CV h value 

9. Estimating the parameter vector 
i

  using the Newton-Raphson iteration based on the optimal 

bandwidth value ( opth ), for 2,...,i n=  

10. Calculating the classification accuracy of the nonparametric ordinal logistic regression model. 

 

4. CONCLUSIONS 

We developed a local regression model, called a nonparametric ordinal logistic regression model 

by using local linear estimator. We have shown the step-by-step procedure to obtain the 

estimation of the parameters based on LMLE and the algorithm for estimating parameter of 

nonparametric ordinal logistic regression model. It is easy to apply the same procedure presented 

in this article for developing other models based on different distributions or the other kinds of 

estimators. 
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