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Abstract: In recent years, more businesses and individuals have started to rely on data as their decision-making factor. Past data has been very useful in making the next decision about business activities in many business sectors, such as in investing activities. Many people invest in stocks without capable knowledge to analyze a proper performance of the stocks as there are a lot of factors affecting the value of stocks. To predict the value of the stock close value, deep learning especially recurrent neural network is applicable to predict the stock price. Previous research only involves the stock price data and vanilla recurrent neural network. This research predicts the stock price with the influence of external factors using recurrent neural network with attention mechanism. A block each for LSTM and attention mechanism model is created and can be repeated several times as needed. The AALI stock price data chosen to represent one of the biggest sectors in Indonesia, with 10 external factors related to the stocks. The result shows that the additional method of using external data with feature selection and attention mechanism helps to improve the model performance in predicting the stock prices. With the right combination through tuning the model, a single block
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each for LSTM and attention mechanism giving the best performance of the model with average MAPE of 9.438 for validation and 17.593 for testing. Future research will be able to improve the model accuracy by involving other stock price data and more external data to get more relevant supporting data.
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### 1. INTRODUCTION

Nowadays, investment has been one of the new alternatives in preparing future savings. In Indonesia, a lot of people start to invest recklessly with minimum knowledge [1], [2]. In terms of investment, it is important to know what to be analyzed to predict the next value of the stock. Neural networks can be utilized as a tool to help investors predict the next price of the stock and help them to make investment decisions. There are many business activities, including investing in different business sectors using machine learning techniques, especially neural networks, to be data-driven by making predictions and decisions using available data [3]. There are two kinds of data that can be analyzed in stock prediction, fundamental data and technical data [4]. Main data of technical analysis involves the daily stock prices of the company. Closing price, open price, highest price, and lowest price, are the common data used in analyzing the stock price of a company. On the other hand, fundamental analysis analyzes the qualitative data of the company such as financial reports and news regarding the company. Due to these data, fundamental analysis method is less preferable to predict stock prices as it is hard to find the correlated data and the data analyzed is subjective to each investor [5]. Therefore, technical analysis is preferable to predict the price of the stock.

Predicting the value of stock is not limited to the use of the company’s data, but also external data. Previous research in predicting stock prices indicates good accuracy when involving external data as the supporting data. In some related works to data prediction, external data such as commodity prices and exchange rates are being used as they affect the price of a company’s stock. Some previous works also use news data for sentiment analysis to represent fundamental analysis
in price prediction [6]. But still, sentiment analysis is not preferred as it cannot provide enough data related to the business and subjective.

To find the best algorithm for stock prediction with the effect of the external data from the technical approach, this research proposed a hybrid algorithm which is Long Short-Term Memory Network (LSTM) combined with a feature selection process and attention mechanism. This hybrid method might be a chance to increase the accuracy and speed of prediction. By comparing the proposed algorithm with the solely working algorithm, the outcome of the best algorithm combination is desired in terms of its performance. The model was compared one to another through MAPE as performance metrics.

2. Preliminaries

Stock prediction using a machine learning system has been done using various methods. The most common algorithm used by researchers to predict the stock, which is a time-series data, is the long short-term memory (LSTM) algorithm [7],[8]. But researchers keep improving methods discovered to improve the performance of the algorithm by creating a hybrid algorithm with LSTM as the base model. Thus, a number of these hybrid algorithms have been showing good results compared to the common approach, such as Bayesian-LSTM [9], PSO-LSTM [10], K-means clustering LSTM [11], LSTM-GRU [12], and CNN-LSTM [13].

Researchers not only combine LSTM with other algorithms or modify the algorithms itself [14], [15]. They also add sentiment analysis to increase the accuracy of the predicted results [16]. Another researcher used the same process in 2021 but use BERT to process the sentiment analysis [17]. But the news data can be treated as subjective data as it is based on what people say about the stock. Moreover, the data collection for sentiment analysis is hard to get as the news data should match the time of the stock price data.

Based on all the related work reviewed above, LSTM has a very good performance in terms of predicting the value of stock value. However, data used in stock prediction is not just limited to technical data of the stock price itself. Commodity prices such as exchange rates, gold prices, as
well as crude oil, are a potential factor affecting the price of stock prices in the market. But using all the commodity prices to predict the stock price increases the computing cost and becomes inefficient. To make the prediction process effective and accurate, feature selection is involved in the process to choose which commodity is significantly correlated.

In this research, LSTM with attention mechanism used to increase the accuracy of the stock price prediction. Before the data is processed by the LSTM algorithm, feature pre-processing is conducted. The filter method is chosen for the feature selection process and compares the Pearson correlation coefficient between each commodity price with the stock price data.

By the proposed input data and model, this research takes the opportunity to improve the accuracy of the stock value prediction using the hybrid LSTM algorithm. The dataset used in the research is taken from the historical data of a company stock value in Indonesia Stock Market and the common commodity prices.

3. Theory and Methods

3.1. Feature Selection. Working with data sometimes can be overwhelming due to the dimension of the data. As a result, it creates some difficulties in the prediction process as there are a lot of features that need to be used as predicting features. Moreover, it might also drag down the performance of the predicting model. To resolve the problem, feature selection can be done. It is one of the dimensionality reduction techniques to choose the only relevant features and remove the irrelevant one [18]. By reducing the dimension of the dataset, it can increase the efficiency and reduce the computational cost of the predicting process. But differ from dimensionality reduction, feature selection removes a feature from the dataset while dimensionality reduction reconstructs the whole dataset into a new input. Feature selection is also a technique to prevent the overfitting of prediction due to the irrelevant data input. Feature selection is divided into two methods, supervised and unsupervised methods. In the unsupervised method, the feature selection ignores the target variable and removes all irrelevant variables commonly by correlation. On the other hand, the supervised method recognizes the target variable
and removes all the variables irrelevant to the target. There are two common methods used for feature selection, namely filter method and wrapper method [19]. However, the filter method handles the feature selection process in this research.

\[
\rho_{X,Y} = \frac{cov(X, Y)}{\sigma_X \sigma_Y}
\]

Filter method is one of the feature selection methods which assess the data and select the features that fulfills the criteria needed for the process without the involvement of learning algorithms [20]. To choose the relevant features, the feature importance level is determined by the criterion applied where each data type uses a different correlation coefficient. In this research, the features and target used are both continuous. Hence, the Pearson’s Correlation Coefficient is used to assess the correlation between the feature and the target. The highest correlation is taken as the relevant features and the other is removed. The correlation coefficient value varies from -1 to +1, calculated using Equation (1), where \( cov \) is the covariance of both features and target and \( \sigma \) for the standard deviation of both features and target.

### 3.2. Recurrent Neural Network

Recurrent neural network is one kind of neural network packed with a short-term memory used to give feedback inputs for the recurrent process [21]. This short-term memory makes the algorithm able to process sequential data as the algorithm analyzes the patterns from each repetition to solve the problem. Figure 1 indicates the simple flow of a recurrent neural network.

![Figure 1 Recurrent Neural Network Flow](image)

The recurrent neural network starts with the input \( x \) at iteration \( t \) into \( s \), which is the memory of the neural network. The variable \( s \) is a hidden state which usually uses the activation function of
tanh. The variable $U$, $V$, and $W$ are the parameters that used in the repetition of the network and passed to the next neural network unit. These parameters are configured the same for each layer of the parameter and reduce the complexity of the computation.

There are a lot of recurrent neural networks models that have been developed to solve certain cases as each model performed differently based on the dataset used and the output desired. In processing time-series data, Long-Short Term Memory (LSTM) is the commonly used model and therefore is chosen for this research.

![Figure 2 Long-Short Term Memory Block](image)

Figure 2 Long-Short Term Memory Block

Long-short term memory (LSTM) is categorized as one kind of recurrent neural network introduced in 1997 by Hochreiter and Schmidhuber [22]. This neural network is developed to solve time series related problems. The neural network itself is constructed from three gate structures where each of them is called input gate, forget gate, and output gate [23]. The original structure proposed by Hochreiter and Schmidhuber was composed of just two gates which is input and output gate. The forget gate is a new solution suggested by Ger et al in 2000 [24]. The function of this gate is to give the opportunity for each block to reset its' state back. Figure 2 is an example of an LSTM block where $x^{(t)}$ is the input signal, $y^{(t)}$ is the output signal, $\sigma$ is the gate, $g$ and $h$ are the input activation function, $+$ is to sum all inputs, $\times$ is to multiply all inputs, and $c^{(t)}$ is the cell state which determines what information should be kept in the network.

$$z^{(t)} = g(W_z x^{(t)} + R_z y^{(t-1)} + b_z)$$

The workflow of an LSTM block is simply to pass the signals and inputs through the configured gates in the block. The input of the block is configured of the current input used, $x^{(t)}$, and the
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processed output from the previous LSTM block, $y^{(t-1)}$. Equation (2) is the configured input equation to the LSTM block where $W_z$ is the weight imposed for $x^{(t)}$, $R_z$ is the weight for $y^{(t-1)}$, $b_z$ is the bias weight vector, and $i$ represents the tanh activation function.

\[ i^{(t)} = \sigma(W_i x^{(t)} + R_i y^{(t-1)} + p_i \times c^{(t-1)}+b_i) \] (3)

The input signal then travels to the input gate. The input gate filters the input signals according to the cell state, $c^{(t-1)}$ from the previous iteration. The input signal also processed through the forget gate to remove information based on the previous cell state, $c^{(t-1)}$. The process undergoes using Equation (3) where $W_i$ is the weight imposed for $x^{(t)}$, $R_i$ is the weight for $y^{(t-1)}$, $p_i$ is the rate for $c^{(t-1)}$, $b_i$ is the bias weight vector, and $\sigma$ represents the sigmoid activation function.

\[ f^{(t)} = \sigma(W_f x^{(t)} + R_f y^{(t-1)} + p_f \times c^{(t-1)}+b_f) \] (4)

The input signal also processed through the forget gate to remove information based on the previous cell state, $c^{(t-1)}$. The process is done with the Equation (4) where $W_f$ is the weight imposed for $x^{(t)}$, $R_f$ is the weight for $y^{(t-1)}$, $p_f$ is the rate for $c^{(t-1)}$, $b_f$ is the bias weight vector, and $\sigma$ represents the sigmoid activation function.

\[ c^{(t)} = z^{(t)} \times i^{(t)} + c^{(t-1)} \times f^{(t)} \] (5)

The next step is to calculate the cell for the block to be used in the next block. The cell, $c^{(t)}$, is constructed by the block input, input gate, and the forget gate using the Equation (5) where $z^{(t)}$ is the block input, $i^{(t)}$ is the value of input gate, $f^{(t)}$ is the value of forget gate, and $c^{(t-1)}$ is the cell value of previous iteration.

\[ o^{(t)} = \sigma(W_o x^{(t)} + R_o y^{(t-1)} + p_o \times c^{(t-1)}+b_o) \] (6)

The output gate is calculated using the current input, $x^{(t)}$, the last output of LSTM block, $y^{(t-1)}$, and the cell value of the previous block, $c^{(t-1)}$. The calculation is done using the Equation (6) where $W_f$ is the weight imposed for $x^{(t)}$, $R_f$ is the weight for $y^{(t-1)}$, $p_f$ is the rate for $c^{(t-1)}$, $b_f$ is the bias weight vector, and $\sigma$ represents the sigmoid activation function.

\[ i^{(t)} = \sigma(W_i x^{(t)} + R_i y^{(t-1)} + p_i \times c^{(t-1)}+b_i) \] (7)

The last product of the block is the block output, which is passed to the next block, $y^{(t)}$. Block output is the product of the cell and the output gate value, calculated using the Equation (7) where
\( c^{(t)} \) is the cell of the block, \( o^{(t)} \) is the output gate value and \( g \) represent the tanh activation function.

The process of individual LSTM blocks is integrated with one another to be able to provide a good model to train the dataset and predict an accurate result. In terms of the original LSTM, it has been proven that the neural network has performed great regarding the past related works discussed. But the performance can still be improved by collaborating LSTM with other methods.

3.3. **Attention Mechanism.** Attention mechanism (AM) is a deep learning model created to solve the problem on the fixed length encoding vector which is unable to access the input with longer sequence [25]. The mechanism is taken from the human brain where humans only look and give attention to the relevant only. To apply this mechanism attention method, a neural machine translation is applied where it calculates the correlation level between the input and the output of translation model. The attention mechanism is proposed to handle Natural Language Processing (NLP) problems as it involves a very long input data. But the mechanism itself is applicable to other problems other than NLP problems to help the neural network focusing on the relevant data only and remove the redundant. There are two common attention mechanisms available to be applied such as Dot-Product Attention and Multi-Head Attention [26]. However, in this opportunity, Multi-Head Attention is chosen to give a better performance.

\[
\text{MultiHead}(Q, K, V) = [\text{head}_1, ..., \text{head}_n]W_0
\]  

(8)

\[
\text{head}_i = \text{Attention}(QW_i^Q, KW_i^K, VW_i^V)
\]  

(9)

![Figure 3. Multi-Head Attention Framework](image-url)
Multi-Head Attention mechanism offers simultaneous attention calculation to make the process efficient [27]. Each of the input goes through separate Head, where each Head performs attention function, and combined (concatenated) at the end of the parallel computation. At last, the attention function is applied once again to the output of the concatenated values to produce the final output. Equation (8), Equation (9), and Figure 3 visualize the calculation and framework of the mechanism.

4. Proposed Method

Stock price prediction is very beneficial for investors to determine when do they need to buy the shares and when to sell. The prediction process of stock prices has been involving external data as that data affects the price of the stock on a particular day. There are lots of data involved such as commodity price, exchange rate, index rate, and sentiment analysis [28]. However, the use of sentiment analysis can cause problems in terms of data synchronization and tends to be subjective. In relation to external data, there is a lot of data involved and a method to choose the most relevant data is needed to reduce the computational cost and increase the accuracy of stock prediction. The application of deep learning in the search of the optimum model for stock price prediction has been through various models, including solely working models and hybrid models. RNN, especially LSTM, have been assessed to perform better than others as the algorithm have the advantage in processing time series data type, which is the data type for stock prices. There are some researches involved optimization algorithms to help optimize the hyperparameters in the neural network. Some also utilize clustering algorithms to cluster the input data to be used in the main processing model.

Most of the related works regarding stock price prediction only use the core technical data of the stock price from the company. This means that it only assesses and analyzes the pattern of the data and predicts based on the pattern. But the data of these works are limited and subjective. This research aims to develop a stock prediction model with attention mechanism and feature selection process for Indonesian stock in agricultural sector involving external supporting data.
This research proposed a set of processes to analyze the performance of the model in predicting the stock price. The flow of the model development process is illustrated in Figure 4 and discussed in detail in the following sub-sections.

4.1. Dataset Collection. The stock data used in this research is AALI in IDR. The commodity external data includes ZG gold price, Newcastle coal price, and CIF Rotterdam crude oil price. All the mentioned data is in USD. For composite index data, including IHSG, JKSRI, and Kompas100, is in IDR. The exchange rate external data used is the rate from US Dollar (USD), Chinese Yuan (CNY), and Euro (EUR), to Indonesian Rupiah (IDR). All data is available for the desired timeframe, which is from January 1, 2013, until December 30, 2022, with a total of 2487 data for each dataset.

4.2. Dataset Preparation. The collected individual datasets are combined into a single data frame that contains all the columns from each table. The date column represents the index of the data frame. Before being used, all date data was transformed into the same format. A column was created for the target variable which is the close price of the next day. This condition simulates the use of today’s data to predict tomorrow’s closing price. The table is created through manual selection from the data available. All the selected features are joined into one table. Table 1 summarized the joined table for the model input.
Table 1. Input Data Structure

<table>
<thead>
<tr>
<th>Column Name</th>
<th>Data Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>Object</td>
<td>Specific date of stock price</td>
</tr>
<tr>
<td>Target</td>
<td>Float</td>
<td>Close price of the next date</td>
</tr>
<tr>
<td>Open</td>
<td>Float</td>
<td>Open price of the date</td>
</tr>
<tr>
<td>High</td>
<td>Float</td>
<td>Highest price of the date</td>
</tr>
<tr>
<td>Low</td>
<td>Float</td>
<td>Lowest price of the date</td>
</tr>
<tr>
<td>Close</td>
<td>Float</td>
<td>Close price of the date</td>
</tr>
<tr>
<td>Volume</td>
<td>Integer</td>
<td>Volume of stock traded on the date</td>
</tr>
<tr>
<td>g_Close</td>
<td>Float</td>
<td>Close gold price of the date</td>
</tr>
<tr>
<td>c_Close</td>
<td>Float</td>
<td>Close coal price of the date</td>
</tr>
<tr>
<td>o_Close</td>
<td>Float</td>
<td>Close crude oil price of the date</td>
</tr>
<tr>
<td>p_Close</td>
<td>Float</td>
<td>Close crude palm oil price of the date</td>
</tr>
<tr>
<td>i_Close</td>
<td>Float</td>
<td>Close IHSG price of the date</td>
</tr>
<tr>
<td>k_Close</td>
<td>Float</td>
<td>Close Kompas100 price of the date</td>
</tr>
<tr>
<td>j_Close</td>
<td>Float</td>
<td>Close JKSRI price of the date</td>
</tr>
<tr>
<td>u_Close</td>
<td>Float</td>
<td>Close USD rate to IDR of the date</td>
</tr>
<tr>
<td>c_Close</td>
<td>Float</td>
<td>Close CNY rate to IDR of the date</td>
</tr>
<tr>
<td>e_Close</td>
<td>Float</td>
<td>Close EUR rate to IDR of the date</td>
</tr>
</tbody>
</table>

4.3. Feature Selection Method. The feature selection process applied in this research is the filter method. The filter method is chosen due to better computational time and flexibility than wrapper method [29]. The features available in the table are assessed for its correlation towards the target. The target and features assessed can be seen in Table 1 from the previous section. The feature selection method is done by comparing the Pearson’s Correlation Coefficient between each feature and the target. Equation (10) is used to evaluate the correlation.

$$\rho_{X,Y} = \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y}$$

The feature is selected if the coefficient value is above the threshold given. This research used the threshold value of 0.6. The feature selected from this process becomes the input of the proposed model.
4.4. Proposed Model. The model proposed combines the process of multi-head attention mechanism as well as the LSTM layer. In relation to the combination, two main blocks are present in the architecture of the proposed model. One block handles the multi-head attention model, and the other block handles the LSTM layer. Both blocks are repeatable according to the desired value. The architecture of the model is shown in Figure 5.

![Proposed Model Architecture](image)

Figure 5. Proposed Model Architecture

The process starts with the input into the first block. The input data is first being normalized to prevent explosive gradient descent as well as there are different units in the dataset. The normalized data are then transferred to the multi-head attention module. The first package can be repeated a Nx times according to the desired number. The dimensions needed are predicted and created through the linear combination of the attention outputs and passed to the next block.
Table 2. Model Layers Configuration

<table>
<thead>
<tr>
<th>Block</th>
<th>Layer</th>
<th>Layer Configuration</th>
<th>Output Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BatchNormalization_0</td>
<td>momentum = 0.09</td>
<td>(30, 6)</td>
</tr>
<tr>
<td></td>
<td>MultiheadAttention</td>
<td>num_heads = 3</td>
<td>(30, 6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>key_dim = 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dropout_0</td>
<td>rate = 0.2</td>
<td>(30, 6)</td>
</tr>
<tr>
<td>2</td>
<td>BatchNormalization_1</td>
<td>momentum = 0.09</td>
<td>(30, 6)</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>units = 15</td>
<td>(30, 15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>activation = ‘tanh’</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Dense_0</td>
<td>units = 8</td>
<td>(8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>activation = ‘relu’</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dropout_1</td>
<td>rate = 0.2</td>
<td>(8)</td>
</tr>
<tr>
<td></td>
<td>Dense_1</td>
<td>units = 1</td>
<td>(, 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>activation = ‘relu’</td>
<td></td>
</tr>
</tbody>
</table>

The second block starts with batch normalization to ensure the data is normalized. Then the data is passed to the next module, the LSTM module. This type of recurrent network can process time series data which is the type of all input data. The second block can be repeated Mx times according to the number of iteration desired. The output is then passed to dense layers to extract the features of all the neurons and then to the drop layer to avoid the chance of overfitting occurred in the model. The layers are configured as shown in Table 2.

4.5. Incremental Training. Incremental training is a method in machine learning where a model is trained using updated data to keep the model updated with new knowledge about the data [30]. The method is beneficial in time-series prediction as the data changes along the period. While using the method, the model keeps its settings based on the previous data and improves in the next process through the new updated data. The new updated data fed into the model updates the parameter values in the model, adapts, and predicts more accurately based on the new data. Figure 6 visualizes the application of incremental training to a model.

![Figure 6. Incremental Training Implementation](image-url)
4.6. **Hyperparameter Tuning.** The tuning of the hyperparameters involved in the prediction process will be handled by the Keras Tuner. The tuning will be optimized by the Bayesian Optimization algorithm and will run ten trials where each trial will be executed three times. The configuration of the hyperparameters will be summarized in Table 3.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>[0.01, 0.001, 0.0001]</td>
</tr>
<tr>
<td>Number of LSTM Block (Mx)</td>
<td>[1, 2, 3]</td>
</tr>
<tr>
<td>Number of Attention Block (Nx)</td>
<td>[1, 3, 5]</td>
</tr>
<tr>
<td>Optimizer</td>
<td>[SGD, Adam]</td>
</tr>
</tbody>
</table>

4.7. **Evaluation.** The dataset should be divided into ten equal segments to train the model and test the model when ready. The experimental scenario follows the incremental training scenario. The models are trained with the first segment, validated with the second segment, and tested with the third segment. Then the trained model continues to be trained with the second segment data, validated with the third segment data, and tested with the fourth segment data. The sequence keeps on going, until the tenth segment data is tested. In addition, each data holds 242 records.

**Table 4. Model Configuration**

<table>
<thead>
<tr>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
</tr>
<tr>
<td>LSTM + External</td>
</tr>
<tr>
<td>LSTM + External + FS (0.6)</td>
</tr>
<tr>
<td>LSTM + AM</td>
</tr>
<tr>
<td>LSTM + AM + External</td>
</tr>
<tr>
<td>LSTM + AM + External + FS (0.6)</td>
</tr>
</tbody>
</table>

For all the time where the model is trained and tested, the result of MAPE is averaged for the validation and testing MAPE. These results are then compared between each configuration tested listed in Table 4.

5. **RESULT AND DISCUSSION**

All the model configurations are optimized by Keras Tuner using Bayesian Optimization with 10 trials and each trial is executed 3 times with 500 epochs. The Keras Tuner optimizes the learning
rate between 10-2, 10-3, and 10-4, as well as the optimizer of the model between SGD or Adam. The validation and testing average MAPE are summarized in Table 5. The models other than the proposed model are included and discussed to see if there are improvements in the predicting performance when applying certain methods to the vanilla LSTM. When comparing the vanilla LSTM model and the LSTM model involving external data, the average MAPE increases as it shows that there are irrelevant external data which causes the error in the prediction increases. When feature selection is added to the LSTM model involving the external data, the average MAPE improves compared to the vanilla LSTM model. This shows that involving external data with feature selection improves the predicting performance of the model.

**Table 5. Average MAPE Result for Each Configuration**

<table>
<thead>
<tr>
<th>Model</th>
<th>Hyperparameters</th>
<th>Average Validation MAPE</th>
<th>Average Testing MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 LSTM</td>
<td>Learning Rate: [0.01, 0.0001, 0.01, 0.01, 0.0001, 0.0001, 0.01] Optimizer: Adam</td>
<td>14.508</td>
<td>34.842</td>
</tr>
<tr>
<td>1 LSTM + External</td>
<td>Learning Rate: [0.01, 0.01, 0.0001, 0.001, 0.001, 0.01, 0.01, 0.01] Optimizer: Adam</td>
<td>27.422</td>
<td>56.808</td>
</tr>
<tr>
<td>1 LSTM + External + FS (0.6)</td>
<td>Learning Rate: [0.01, 0.01, 0.001, 0.001, 0.01, 0.01, 0.01, 0.01] Optimizer: Adam</td>
<td>10.810</td>
<td>22.644</td>
</tr>
<tr>
<td>2 LSTM + 1 AM</td>
<td>Learning Rate: 0.01 Optimizer: Adam</td>
<td>11.398</td>
<td>18.869</td>
</tr>
<tr>
<td><strong>3 LSTM + 1 AM + External</strong></td>
<td><strong>Learning Rate: 0.01 Optimizer: Adam</strong></td>
<td><strong>11.777</strong></td>
<td><strong>17.290</strong></td>
</tr>
<tr>
<td>1 LSTM + 1 AM + FS (0.6)</td>
<td>Learning Rate: 0.01 Optimizer: Adam</td>
<td>9.438</td>
<td>17.593</td>
</tr>
</tbody>
</table>

The result shows that the model with the configuration of 1 LSTM block and 1 AM block with feature selection of the external data obtained the best average MAPE both for validation and
testing. Every combination of the LSTM + AM model has a better average testing MAPE compared to the vanilla LSTM model. With the increase of the number of AM blocks used, the average validation MAPE also slightly increases, and some ends up worse than the vanilla LSTM. This is where the block number should be tuned to get an optimum result of the prediction.

Involving external data in the LSTM + AM model increases the average MAPE which is not improving the performance. However, when feature selection is applied, the performance improves for certain combinations. The results show that adding external data with feature selection improves the performance compared to only using the stock price data and adding attention mechanism to the model also improves the performance even further with condition to tune the number of LSTM and AM blocks used. In this case, the best model performing is the model with 1 LSTM block and 1 AM block, involving external data and feature selection. The best model result is bolded in Table 5.

6. CONCLUSION AND FUTURE WORKS

The aim of the research is to predict the stock price in Indonesia stock market with the influence of external factors, in this case 10 commodity prices, using recurrent neural network with attention mechanism. The proposed model is compared to the vanilla LSTM. Incremental training is also implemented to all the model analyzed to increase its performance. The result shows that using external data with feature selection increases the performance of the prediction compared to the vanilla LSTM model. The addition of attention mechanism also improves the predicting performance even further but with fine tuning on the number of LSTM and AM blocks used in the model. The output of the research shows that the model with 1 LSTM block and 1 AM block involving external data with feature selection have performed better than the vanilla LSTM model, giving an average MAPE score of 9.438 for validation and 17.593 for testing. Thus, the proposed model can be used to predict the next day’s closing price of the stock market.

However, there are some problems that occurred during the process of the research. The duration of the model computation time is still too long. The data used in the research is also
limited to Indonesia stock market and 10 external data, which might affect the performance of the model. Another limitation of the research is the hardware used is not powerful enough to compute more configurations which might improve the performance and the result of the model. Further research can be done by implementing the proposed model to various stock price data and involving more external data that might be related to the stock price data to increase the prediction accuracy. Better hardware can also be utilized to tune more hyperparameter configurations.
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