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Abstract. This paper presents research on the use of Gaussian process regression integrated with Mahalanobis 

distance to model the number of active COVID-19 cases, healed rates, and deaths from COVID-19 in Bandung City, 

Indonesia. Gaussian process regression as a machine learning method is used to predict the number of COVID-19 

cases, while Mahalanobis distance is used to determine outliers, which are values that exceed a safe threshold as an 

early warning system. This analysis is important to anticipate possible spikes in cases that could occur in the future. 

Analysis was also carried out using a Pareto diagram to find out which region experienced the biggest spike. In 

addition, this study also considers the availability of beds in hospitals as health facilities that support the handling of 

COVID-19. The analysis results show that both analysis methods can model the COVID-19 case well. These 

findings can serve as a basis for policy-making related to COVID-19 handling. 
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1. INTRODUCTION 

COVID-19 first entered Indonesia in early March 2020, when two Indonesian citizens tested 

positive after traveling from abroad. This started the widespread spread of the virus across the 

country, prompting the government to take strict prevention and containment measures. 

Nonetheless, great challenges remain in controlling the spread of this virus amidst social and 

economic dynamics [1]–[3]. The COVID-19 pandemic has had a huge impact in Indonesia, 

including in the city of Bandung. The wave of infections, which claimed thousands of lives and 

disrupted economic and social life, makes it a serious challenge. The unique characteristics of 

this virus, such as high transmission rates and variable symptoms, make modeling and prediction 

more complex [4]–[7]. Therefore, efforts to develop better methods to understand and forecast 

the spread of COVID-19 in Bandung are crucial to respond more effectively to the pandemic. 

During the COVID-19 pandemic, Bandung experienced fluctuations in the number of active 

cases of the virus. While there was an increase in the number of recoveries, there was also an 

increase in the number of deaths from the virus. This emphasizes the importance of constant 

attention to public health and the need for ongoing prevention efforts to overcome the pandemic 

in Bandung. With 30 sub-districts in Bandung City, it is important to detect significant spikes in 

COVID-19 cases in each area. Analysis of active case data in each sub-district can help identify 

areas that need more serious attention. With this information, prioritization in resource allocation 

and response strategies can be done more effectively. With the surge of COVID-19 cases in 

various sub-districts of Bandung City, hospitals need additional facilities and resources. Bed 

monitoring in the treatment room is important to monitor the patient's condition continuously and 

provide timely treatment [8], [9]. 

Various statistical and computational mathematical models [10]–[16] have been developed 

to predict the spread of the virus [17], [18], understand epidemiological dynamics [19], and 

evaluate the effectiveness of various control strategies. These models use data on epidemiology 

[20], demographics [21][22], human mobility [23][24] and other factors [25]–[28] to evaluate the 

impact of public policies [29], such as movement restrictions [30], social distancing [31], early 

detection, and mass vaccination. While the COVID-19 pandemic appears to be winding down, it 

is important to continue modeling and studies to anticipate the possibility of similar events in the 



3 

ANTICIPATION OF COVID-19 SPIKE IN BANDUNG CITY 

future. By understanding the patterns of virus spread and the factors that influence them, we can 

be better prepared for potential new waves or emerging virus variants. This is important for 

designing more effective policies and response strategies as well as preparing the health system 

for the challenges that may occur in the future.  

In previous studies, prediction analysis was often done separately from surge detection 

[32][33] and surge region detection. This study does the work sequentially. This study uses 

Gaussian Process Regression (GPR) to predict the number of active cases, healeds, and deaths of 

COVID-19. The data on the number of active cases, healeds, and deaths were first transformed 

into return values to obtain continuous data. GPR is a statistical method that models the 

relationship between input and output variables by assuming a Gaussian distribution. It produces 

accurate predictions and accounts for uncertainty. GPR is often used for non-linear and complex 

data, including in COVID-19 prediction. With this approach, we hope to provide accurate 

projections based on historical data.   

In analyzing predicted data, outlier detection or spikes in COVID-19 numbers can be done 

using the Mahalanobis distance [34]. The Mahalanobis distance measures how far a data point is 

from the center of the multivariate data distribution, taking into account the covariance between 

variables [35]. By looking at the Mahalanobis distance value of each data point, we can identify 

whether any data is significantly different from the general pattern of the data. Large spikes or 

outliers in COVID-19 numbers can be identified based on significant Mahalanobis distance 

values. Furthermore, the use of Pareto diagrams can help identify regions that have experienced 

significant spikes in COVID-19 cases. By analyzing the relative contribution of each region to 

the total cases, Pareto diagrams can provide a clear view of which regions need special attention 

in handling the surge of cases. Before entering the analysis, the data needs to be smoothed using 

a moving average (MA) to overcome data fluctuations. 

 

2. METHOD  

2.1. Moving average (MA) smoothing and return value transformation 

MA smoothing helps create a smoother representation of trends or patterns in the data, making it 

easier to identify long-term trends while filtering out short-term fluctuations. The formulation of 

MA smoothing is given as follows: 
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𝑋𝑡 =
1

𝑚
∑ 𝑋(𝑜)𝑡−𝑖
𝑚−1
𝑖=0                           (1) 

With 𝑋𝑡 as the Moving Average value at time 𝑡, then 𝑋(𝑜)𝑡−𝑖 is the original data value at time 

𝑡 − 𝑖, and 𝑚 is the Moving Average calculation period [36]. When the data has been smoothed, 

the next transformation is done in the form of return values. 

 The return value of COVID-19 is the value of growth or decline in COVID-19 cases from 

one period to the next. The use of this return value helps in measuring how fast COVID-19 cases 

increase or decrease over time. This transformation is done with the following equation: 

𝑅𝑡 =
𝑋𝑡−𝑋𝑡−1

𝑋𝑡−1+1
                             (2) 

With 𝑅𝑡 as the return value at time 𝑡, and 𝑋𝑡 is the smoothing value at time 𝑡 and 𝑋𝑡−1 is 

the smoothing value at time (𝑡 − 1). Adding the number one to the denominator is used to avoid 

division by zero. 

This return value can be positive or negative. Positive values indicate growth, and negative 

values indicate decline. By monitoring and analyzing the return value of COVID-19 over time, 

health experts and researchers can gain insights into trends in case growth or decline, estimate 

the speed of virus spread, and plan response actions accordingly. In addition, these return values 

can also help in modeling and predicting the future spread of COVID-19. 

2.2. Gaussian Process Regression (GPR) 

GPR is an interesting regression method because it not only predicts the output but also the 

distribution of the output. The number of parameters in GPR depends on the amount of data used, 

making it more flexible in describing data patterns. GPR produces point estimates along with 

their distributions and is often used in the analysis of large complex data. GPR model building 

depends on the selection of the covariance function, with the squared exponential covariance 

function being a common choice. Hyperparameter optimization is performed using the maximum 

likelihood method.  

The training data 𝒟 = (X, 𝐲) consisting of input matrix X and target vector 𝐲 has an input 

vector X = [𝐱1 𝐱2 ⋯ 𝐱𝑛]𝑇 where each vector 𝐱𝑖 ∈ ℝ𝐷 with 𝑖 = 1,2, … , 𝑛 corresponds to 

the corresponding target 𝑦𝑖. The target vector 𝐲 = [𝑦1 𝑦2 ⋯ 𝑦𝑛]𝑇 with 𝑛 is the number 

of training data.  
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A Gaussian process is a collection of random variables, where a finite number of them have 

a common Gaussian distribution [37]. The Gaussian process is completely defined by its mean 

function 𝑚(𝑥) and its covariance function 𝑘(𝑥𝑖 , 𝑥𝑗). The Gaussian process function is written 

as follows: 

𝑓(𝑥)~𝐺𝑃 (𝑚(𝑥), 𝑘(𝑥𝑖, 𝑥𝑗))                            

This means that 𝑓(𝑥) follows a Gaussian process with mean function 𝑚(𝑥) and covariance 

function 𝑘(𝑥𝑖 , 𝑥𝑗). This means that for each input value x, the corresponding output value 𝑓(𝑥) 

forms a Gaussian process with the specified mean and covariance properties. The covariance 

function 𝑘(𝑥𝑖 , 𝑥𝑗) in a Gaussian process is a metric that measures how close the relationship is 

between two data points 𝑥𝑖  and 𝑥𝑗  in the input space. Proper selection of the covariance 

function is important to accurately model the data in the Gaussian process. A commonly used 

covariance function is the squared exponential function, or Radial Basis Function (RBF) [38]. 

RBF measures the correlation between two points in the input space based on the euclidean 

distance between the two points. In a quadratic exponential covariance function, the correlation 

between two points will decrease exponentially as the distance between them increases. The 

mathematical equation of the squared exponential covariance function is as follows: 

𝑘(𝑥𝑖 , 𝑥𝑗) = 𝜎𝑓
2𝑒𝑥𝑝 (−

1

2ℓ2
|𝑥𝑖 − 𝑥𝑗|

2
)                     (3)         

with 𝜎𝑓
2 and ℓ being the hyperparameters of signal variance and scale length. The signal 

variance controls how fluctuating the resulting stochastic process is, while the scale length 

controls how fast the correlation between the points decreases as the distance between them 

increases. Furthermore,|𝑥𝑖 − 𝑥𝑗| is the Euclidian distance between two points in the input space. 

Estimation of the hyperparametric value is done by optimizing the following likelihood function: 

Log(𝑝(𝐲|𝑋)) = −
1

2
𝐲𝑇[𝐾(𝑋, 𝑋) + 𝜎𝑛

2𝐼]−1𝐲 −
1

2
𝑙𝑜𝑔|𝐾(𝑋, 𝑋) + 𝜎𝑛

2𝐼| −
𝑛

2
log(2𝜋)        (4) 

where 𝐾(𝑋, 𝑋) is the covariance matrix of the training input data, and 𝜎𝑛
2 is the noise variance 

that describes how much uncertainty is associated with the target. 

 Suppose the test data 𝒟∗ = (𝑋∗, y∗) consists of the input value 𝑋∗ and the output value to 
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be predicted y∗. The prediction of the output value y∗ on the test input value 𝑋∗ follows a 

Gaussian distribution with mean 𝜇∗ and variance 𝜎∗
2 which is written as follows: 

y∗|𝑋, 𝑦, 𝑋∗~𝒩(𝜇∗, 𝜎∗
2)                                   (5) 

Mean 𝜇∗ and variance 𝜎∗
2 obtained as follows: 

𝜇∗ = 𝐾(𝑋∗, 𝑋)[𝐾(𝑋, 𝑋) + 𝜎𝑛
2𝐼]−1𝑦                           (6) 

𝜎∗
2 = 𝐾(𝑋∗, 𝑋∗) − 𝐾(𝑋∗, 𝑋)[𝐾(𝑋, 𝑋) + 𝜎𝑛

2𝐼]−1𝐾(𝑋, 𝑋∗)                  (7) 

with 𝐾(𝑋∗, 𝑋) is the covariance matrix between test data and training data, while 𝐾(𝑋, 𝑋∗) is 

the transpose matrix of 𝐾(𝑋∗, 𝑋). Furthermore 𝐾(𝑋∗, 𝑋∗) is the covariance matrix of the test 

data [39]. 

2.3. Mahalanobis distance and Pareto diagram 

Mahalanobis distance is a distance metric between data points in a multidimensional space that 

considers the covariance between variables. It is useful in pattern recognition, data clustering, 

and outlier detection in data analysis [40][41]. Formulation of Mahalanobis distance for a data 

point 𝑥 from the center of distribution (𝜇) in multidimensional space with covariance matrix 

(Σ) [42]: 

𝐷(𝑥) = √(𝑥 − 𝜇)𝑇Σ−1(𝑥 − 𝜇)                        (8)  

Since the covariance Σ is a symmetric and positive semi-definite matrix, so is its inverse. 

Therefore, we can use the square root since all values are positive. However, before that, we have 

to assume that the data samples come from a multivariate normal distribution [43]. The squared 

value of the Mahalanobis distance follows the chi-square distribution with degrees of freedom 𝑝 

(number of variables) as follows: 

(𝑥 − 𝜇)𝑇𝛴−1(𝑥 − 𝜇)~𝜒2                          (9) 

to identify outliers, we chose the threshold value for the Mahalanobis distance as the 0.975th 

quantile of 𝜒𝑝
2. 

A Pareto diagram is a visual tool used to identify and prioritize the main causes of problems 

or imperfections in a system [44]. Data is presented in the form of a bar graph that presents the 

relative contribution of each factor to the overall total, thus allowing stakeholders to quickly see 

the most influential factors. This helps in making more informed and efficient decisions in 

quality improvement or control efforts 
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3. RESULTS AND DISCUSSION 

In this study, the data used consists of COVID-19 data which includes the number of active cases, 

recoveries, and deaths. In addition, bad monitoring data is also used to enrich the analysis. The 

training data was obtained from the period of February 1, 2021, to July 21, 2022, while the 

testing data came from the period July 22-July 31, 2022. Predictions were made for the period 

August 1-10, 2022. 

 

2.1. Results of MA smoothing and prediction using GPR 

Before conducting a prediction analysis with Gaussian Process Regression (GPR), the data first 

undergoes a Moving Average (MA) smoothing process using Equation 1. The results of this 

smoothing process are as follows: 

 

  

FIGURE 1. The plot of real data and data smoothing of active (a), recovered (b), and death cases (c) in Bandung 
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This process aims to reduce noise or fluctuations in the data before prediction analysis with GPR. 

There is a large spike in the number of COVID-19 cases around July 2021 and April 2022. This 

spike was caused by various factors, including the spread of new variants of the virus, changes in 

government policies related to social restrictions or community movement, as well as the level of 

compliance with health protocols such as mask use and social distancing. Increased mobility and 

social interaction may also contribute to the increase in cases. After MA smoothing, data 

fluctuations are reduced, especially in cases of recovery and death. 

 The covariance function used is a quadratic exponential covariance function, as described in 

Equation 3. The model hyperparameters are estimated by maximizing the likelihood function, as 

described in Equation 4. Prediction of the new data is done using Equations 5-7. The prediction 

results can be given as follows: 

   

FIGURE 2. Prediction results of active (a), recovered (b), and death cases (c) in Bandung using GPR 

 

The prediction results obtained provide an overview of the estimated number of active cases, 

recoveries, and COVID-19 deaths. The prediction results using GPR not only provide a 

single-point estimate but also include a confidence interval. The red dots in the graph represent 

the predicted values generated by the model, while the surrounding gray area shows the 

confidence interval of the prediction. The confidence interval provides information on how 

confident we are in the predictions given by the model. The wider the confidence interval, the 

greater the uncertainty associated with the prediction. This additional explanation helps to 

understand that the prediction result is not just a single number but also includes information 

about how much we can trust the prediction. 

2.2. Spike detection results using Mahalanobis distance 
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The prediction results obtained from GPR are not only used to determine the estimated number 

of cases but also to detect whether a spike has occurred or not. Spike detection analysis is 

performed using the Mahalanobis distance formulated in Equation 8 and threshold determination 

using Equation 9. Spike detection aims to identify significant changes in case trends that may 

indicate a spike in infection. The results of spike detection provide additional insight into sudden 

changes in the number of cases that may require a rapid response or action in handling the 

COVID-19 pandemic. Below are the surge detection results on active cases: 

 

FIGURE 3. Spike detection results of active cases using Mahalanobis distance 

 

In Figure 3, the Mahalanobis distance plot is used to identify spikes in active cases. The 

horizontal lines in the graph indicate thresholds at several levels of significance. Points that cross 

these thresholds are considered outliers or spikes in cases. Along the graph, there is a vertical line 

that marks the time of implementation of policies related to handling COVID-19 cases in 

Bandung City, such as the Enforcement of Restrictions on Community Activities, or ” 

Pemberlakuan Pembatasan Kegiatan Masyarakat” (PPKM). The higher the PPKM level, the 

stricter the policy applied. 

 Spike detection results on active case prediction show an increase in red dots in the graph, 

indicating an increase in cases. These dots begin to exceed the Mahalanobis distance threshold, 

which provides an early warning of a possible spike in cases. In other words, a sudden change in 
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the trend of cases past the Mahalanobis distance threshold can be considered an early indicator of 

a potential spike in cases to watch out for. There was also an increase in cured cases, which is in 

line with the spike in active cases. Below are the results of the Mahalanobis distance plots for 

recovered and deceased cases: 

 
 

FIGURE 4. Spike detection results of healed and death cases using Mahalanobis distance 

 

 In addition to finding an overall spike in cases, this study also identified sub-districts in 

Bandung City that experienced a significant increase. Based on the Pareto diagram in Figure 5, it 

was found that Antapani, Coblong, Rancasari, and Arcamanik sub-districts had the largest spike 

in cases. This analysis provides important additional insights to focus treatments and policies in 

areas that are significantly affected. 
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FIGURE 5. Pareto diagram results for the detection of Sub-districts that experience large spikes in active cases 
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An analysis was also conducted on the availability of beds in hospitals for isolation rooms, 

as a supporting facility in dealing with the surge in COVID-19. The results of the Mahalanobis 

distance calculation for isolation rooms in all hospitals in Bandung City show a surge in the use 

of beds for isolation rooms. This finding highlights the importance of measures to increase the 

availability of beds in hospitals to cope with the surge in cases. The Mahalanobis distance plot 

results are as follows: 

 

FIGURE 6. Spike detection results of hospital bed utilization cases using Mahalanobis distance 

 

Analyzing the use of hospital beds for isolation rooms is an important part of anticipating 

COVID-19 spikes. Through the calculation of Mahalanobis distance, we were able to identify 

spikes in bed utilization for isolation rooms across hospitals in Bandung City. This finding 

underscores the urgency to increase hospital capacity to cope with the surge in cases. By 

ensuring adequate availability of health facilities, including beds for isolation rooms, it is 

expected that the health system can respond to the surge in cases more effectively and efficiently. 

Measures such as increasing bed capacity, procuring medical equipment, and improving human 

resources in hospitals can be prioritized in responding to the changing pandemic situation. 

The results of this study are in line with previous studies that have used Gaussian processes 

to predict Covid-19 cases [45]–[51], as well as with other studies that utilize Mahalanobis 
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distance and Pareto diagrams [52] to detect spikes in Covid-19 cases. However, what sets this 

study apart is its continuous approach. Here, the results of case prediction using Gaussian 

process regression are used as the basis to detect a continuous spike in COVID-19 cases. 

 

CONCLUSION 

This research makes an important contribution to understanding and anticipating the dynamics of 

COVID-19 spread in Bandung City, Indonesia. Using the GPR method and spike detection using 

Mahalanobis distance, we successfully identified significant spikes in cases and sub-districts. 

These findings have direct implications for the development of COVID-19 response policies, 

including resource allocation and implementation of more effective prevention measures. With a 

better understanding of the spread patterns and early detection of surges, it is expected that future 

pandemic response efforts can be more targeted and responsive to sudden changes in the 

epidemiological situation. The approach used in this study can be used as a form of anticipation 

of the future. 
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