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Abstract: Tuberculosis (TB) problem continues to be a significant health issue worldwide, with a specific emphasis 

on developing countries. Early diagnosis of TB can aid effective treatment and prevent disease transmission. Image-

based X-ray classification of tuberculosis has become an interesting research topic in the development of automatic 

diagnostic systems that can assist doctors in making better decisions. In this research, the performance of the 

Convolutional Neural Network and Support Vector Machine in the X-ray image-based classification of tuberculosis 

was compared. The data used consisted of 1400 X-ray images from tuberculosis and normal patients, comprising 700 

tuberculosis images and 700 non- tuberculosis images. The results showed that CNN outperformed SVM in the 

classification of tuberculosis based on X-ray of thorax. CNN achieved an accuracy of 97.86%, while SVM only 

reached 96.07%. Additionally, CNN also had higher recall and precision values than SVM, indicating that CNN is 

more suitable for use in X-ray image-based TB classification. In conclusion, this study demonstrated that CNN is 

superior to SVM in X-ray image-based TB classification. However, further research is needed to enhance the 
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performance of CNN and SVM algorithms in X-ray image-based TB classification using more sophisticated 

techniques. 

Keywords: tuberculosis; image classification; CNN; SVM. 
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1. INTRODUCTION 

Tuberculosis (TB) is an infectious disease that remains a major global health challenge today, 

especially in developing countries. Early diagnosis of TB is essential to avoid the spread of the 

disease and increase the patient's chance of recovery. However, TB diagnosis still faces challenges, 

especially in developing countries where medical personnel are scarce. One way to maximize TB 

diagnosis is by using x-ray image-based classification technology [1]. 

X-ray image-based TB disease classification has become an interesting research topic in the 

development of automated diagnosis systems [2]. In this research, Convolutional Neural Network 

and Support Vector Machine algorithms are used to compare their performance in x-ray image-

based TB disease classification. The data used are 1400 x-ray images of TB and non-TB patients. 

This study aims to identify the best algorithm for TB disease classification based on X-ray images. 

Artificial intelligence advances are gradually changing medical practice and will be increasingly 

used in the more complex and rapidly evolving field of health care [3]. It is expected that the results 

of this study can help to improve the accuracy and efficiency of TB diagnosis and provide support 

for doctors in making better decisions. 

 

2. PRELIMINARIES 

Tuberculosis, commonly referred to as TB, is a disease condition caused by the bacteria 

mycobacterium tuberculosis. The common way for these bacteria to infect the human body is 

through the process of inhaling air which then enters the lungs. After entering the lungs, the 

bacteria may spread to other parts of the body. The thorax X-ray is the main tool with high 

sensitivity in diagnosing pulmonary TB, which shows infiltrating patches or nodules in the patient 
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[4]. Fig 1 are some example the thorax X-ray image for TB. 

 

Figure 1. Example the thorax X-ray image for TB 

2.1. Digital images  

Digital images are obtained as a result of image processing by machines using several different 

methods based on sampling and quantization techniques, resulting in an accurate representation of 

the image. The sampling is represented in the form of squares arranged in rows and columns. In 

other words, image sampling refers to the size of pixels in the image, and quantization refers to the 

brightness level value represented by the grayscale level determined by the number of binary bits 

used by the machine [5] 

 

Figure 2. Image Representation 

There are 3 types of digital images, binary image is one type of digital image that only consists of 

two possible colors, black and white, which are represented by binary values, which are 0 or 1. 

Then grayscale image is a digital image whose image type consists of gray, ranging from black to 
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the part with the lowest intensity and the white part with the highest intensity. RGB image is a type 

of digital image that consists of three color channels, which are red, green, and blue [5]. The steps 

in the process of converting image data into numeric is that each pixel in the image is converted 

into a numeric number that represents the color intensity of that pixel. In grayscale images, each 

pixel has an intensity value that ranges from 0 to 255, while in color images (RGB), each pixel 

consists of three intensity values of red, green, and blue which also range from 0 to 255. [5]. Then, 

normalization is carried out on the data which initially has a range of 0-255 to 0-1 with the 

following equation 1.  

𝒙𝒏𝒆𝒘 =
𝒙𝒐𝒍𝒅 − 𝒙𝒎𝒊𝒏

𝒙𝒎𝒂𝒙 − 𝒙𝒎𝒊𝒏
 (1) 

2.2. Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) is a neural network algorithm that is capable of processing 

input images and determining the weights and biases of various features or objects present in the 

image, thus enabling the recognition of differences between objects in the image. 

 

Figure 3. CNN Architecture 

The architecture of a CNN is based on the structure of the visual cortex of the human brain. CNN 

architecture consists of several layers that aim to perform feature learning and classification on 

images [6]. The following are the layers in CNN: 

a. Convolutional Layer 

Convolutional Layer performs a linear function that involves the multiplication of a set of weights 

with the input data, similar to conventional neural networks. When dealing with two-dimensional 
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inputs, this operation involves the multiplication of an input array with a two-dimensional filter or 

kernel containing weighted values [7]. 

 

Figure 4. How Convolutional Layer Works 

The convolution operation on the convolutional layer can be written as follows:  

𝑺𝒒(𝒈, 𝒉) = (∑  

𝑼

𝒖=𝟏

∑𝑰𝒑

𝑼

𝒗=𝟏

(𝒈 + 𝒖, 𝒉 + 𝒗).𝑲𝒑𝒒(𝒖, 𝒗) ) +𝒃𝒒 (2) 

 

𝑺𝒒(𝒈, 𝒉) is the 𝑞 feature map element, in the 𝒈 row of the 𝒉 column. 𝑰𝒑(𝒈 + 𝒖, 𝒉 + 𝒗) is the 𝒑 

input channel matrix element, in the 𝒎+ 𝒖 row, 𝒉 + 𝒗 column. 𝑲𝒑𝒒(𝒖, 𝒗)) is the 𝑝𝑞 kernel 

matrix element, in the 𝒖 row, 𝒗 column. 𝑏𝑞 is the bias of the 𝑞 filter. The number of parameters 

in the convolutional layer can be written as follows: 

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑷𝒂𝒓𝒂𝒎𝒆𝒕𝒆𝒓 = ((𝑼 × 𝑼 × 𝑷) + 𝟏) × 𝑸 (3) 

U is the number of rows/columns in the kernel matrix. P is the number of kernel matrices in a 

filter and Q is the number of filters in a layer. 

b. Pooling Layer 

The Pooling Layer is responsible for reducing the size of the feature map, with the objective of 

decreasing the dimensionality of the output feature map from the previous layer. There are two 

types of pooling layers commonly used, first is max pooling that extracts the maximum value of a 

region with a specified size from the feature map, and average pooling, that computes the average 

value of all the values within a certain region of the feature map with a specified size [7]. The 

output shape of the pooling layer can be calculated as follows: 
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𝑶𝒖𝒕𝒑𝒖𝒕 𝒔𝒉𝒂𝒑𝒆 =
𝒊𝒏𝒑𝒖𝒕

𝑼
   (4) 

U refers to the number of rows or columns in the filter matrix. If the dimension of the feature maps 

is a multiple of U, then the input value is equal to the number of rows/columns in the feature maps. 

If the dimension of the feature maps is not a multiple of U, then the input value is equal to the 

dimension of the feature maps minus the part that cannot be reached by the filter. 

c. Flattening Layer 

Flattening in CNN is a step performed after the convolution and pooling stages in the first layer of 

CNN. Flattening is done with the aim of changing the output of the preceding layer into a one-

dimensional vector, which can then be processed by the fully connected layer in CNN. The 

following is a calculation to find the output shape formula of the flatten layer. 

𝑶𝒖𝒕𝒑𝒖𝒕 𝒔𝒉𝒂𝒑𝒆 = (𝐒 × 𝐒) × 𝑷    (5) 

The flatten layer output shape is a column vector with multiple rows, where S represents the 

number of rows/columns in the input matrix and P denotes the input matrix. 

d. Fully Connected Layer 

The output of each neuron in the fully connected layer is transmitted to every neuron in the 

subsequent layer, while receiving input from all neurons in the previous layer. The output of each 

neuron in the fully connected layer is determined by computing the product of each input weight 

and adding a bias term [8]. The calculation is as follows: 

𝒛𝐫 =∑ 

𝑱

𝒄=𝟏

𝒙𝒄𝒘𝒄𝒓 + 𝒃𝒓 (6) 

J is the number of input neurons, 𝑧𝑟 is the output of the r neuron, 𝑥𝑐 is the input of the c neuron, 

𝑤𝑐𝑟 is the weight of the c input neuron to the r output neuron and 𝑏𝑟 is the bias of the r output 

neuron [9]. The number of parameters in the fully connected layer can be calculated as follows:  

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑷𝒂𝒓𝒂𝒎𝒆𝒕𝒆𝒓 =  (𝑱 + 𝟏) ×  𝑹 (6) 

The variable J represents the number of inputs from the previous layer to the current layer, while 

R denotes the number of neurons in the current layer. 

 



7 

PERFORMANCE CNN AND SVM ON TUBERCULOSIS DISEASE CLASSIFICATION 

2.3. Support Vector Machine 

Support Vector Machine (SVM) is a popular supervised learning technique utilized for 

classification purposes. The SVM algorithm is used to identify the optimal hyperplane by 

maximizing the margin between the classes. [10]. The SVM method aims to find the optimal 

hyperplane to separate the two classes by maximizing the margin, which is the distance between 

the hyperplane and the nearest data points from each class. These data points are referred to as 

support vectors [11]. 

 

Figure 5. How SVM Works 

Linearly separable data is a type of data that can be linearly separated. For example, training data 

is denoted as and class label as for , where is the sum of the data. This method aims to find the best 

separating function (hyperplane) from an infinite number of functions to separate two types of 

objects. The general linear model used in SVM to find the hyperplane is as follows equation 8 [10]: 

𝒚𝒊 = 𝐖𝑻𝐱𝒊 + 𝒃, 𝒊 = 𝟏, 𝟐, . . , 𝒏 (8) 

W    : weight parameter vector 

𝒙𝑖    : vector of independent variables 

B    : bias  

𝑦𝑖 ∈ {−1, +1} : target value of the x data set  

n    : amount of data 

It is assumed that the positive and negative classes can be ideally separated by a hyperplane 



8 

HAKIM, WARSITO, DIVANGGA, SAFITRI, SA’ADAH 

𝐖𝑇𝐱 + 𝑏 = 0[10]. The margin between the positive class and the negative class can be calculated 

by finding the distance between the supporting hyperplane 𝐖𝑇𝐱1 + 𝑏 = +1
  
that supports the 

positive class and the supporting hyperplane 𝐖𝑇𝐱2 + 𝑏 = −1
 
  that supports the negative class.  

The way to find the best hyperplane is through the use of Quadratic Programming (QP) problem. 

Quadratic Programming (QP) is one of the optimization equations commonly used to solve this 

problem. In the following way: 

𝒎𝒊𝒏
𝟏

𝟐
‖𝐖‖𝟐 (9) 

Subject to 𝒚𝒊(𝐖
𝑻𝐱𝒊 + 𝒃) ≥  𝟏, 𝒊 = 𝟏, 𝟐, . . , 𝒏 . Optimization can be solved with the Lagrange 

Multiplier technique, which gives one multiplier for each constraint, resulting in a Lagrange 

function in equation 10: 

𝑳𝒑(𝐰, 𝒃, 𝜶) =
𝟏

𝟐
‖𝐖‖𝟐 −∑𝒂𝒊

𝒏

𝒊=𝟏

(𝒚𝒊(𝐖
𝑻𝐱𝒊 + 𝒃) − 𝟏) (10) 

In the equation, the optimal value can be achieved by minimizing L with respect to the values of 

w and b, and maximizing L with respect to 𝛼𝑖. Optimization can be solved with the lagrangian 

multiplier function, which gives one A multiplier for each constraint, then produces the Lagrange 

function:  

𝒎𝒂𝒙𝒂𝑳𝑫 = 𝒎𝒂𝒙∑ 𝜶𝒊
𝒏

𝒊=𝟏
− 
𝟏

𝟐
∑ 𝒚𝒊𝒚𝒋𝜶𝒊𝜶𝒋(𝒙𝒊

𝑻𝒙𝒋)
𝒏

𝒊,𝒋=𝟏
 (11) 

Subject to   𝑦𝑖(𝒘
𝑇𝒙𝑖 + 𝑏)  ≥ 1 − 𝜉𝑖. Generally, the two classes in the input space cannot be 

ideally separated, causing the constraints to not be met and resulting in optimization not being 

possible. However, to overcome this problem, SVM can use the soft margin technique, where 

equation (8) is modified by introducing slack variables.  

𝑚𝑖𝑛 (𝜏, 𝜉) = 𝑚𝑖𝑛 (
1

2
‖𝒘‖2 + 𝑐∑ 𝜉𝑖

𝑛

𝑖=1
) (12) 

Subject to   ∑ 𝑎𝑖𝑦𝑖
𝑛
𝑖=1 = 0, 𝑎𝑖 ≥  0( 𝑖 = 1,2, . . , 𝑛) 

The role of the C parameter is to set the optimization level between the margin and the 

classification error 𝜉. Therefore, the higher the value of C used, the more significant the effect on 

the classification error. Real-life data problems usually do not have linear properties and are more 
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often non-linear. SVM uses a kernel function to handle such non-linear problems. Kernel functions 

allow the use of models in feature spaces that have larger dimensions [11]. The following equation 

is Radial Basis Function (RBF) kernel: 

𝐾(𝑥𝑖, 𝑥𝑗) = exp (− γ‖𝑥𝑖, 𝑥𝑗‖
2
) (13) 

The following equation is used to obtain the classification result 

𝑓(ϕ(𝑥)) = 𝑠𝑖𝑔𝑛 (∑𝛼𝑖𝑦𝑖𝐾(𝒙𝑖, 𝒙𝑗) + 𝑏

 𝑛𝑠

𝑖=1

) (14) 

𝑓(ϕ(𝑥)) =

{
 
 

 
 1,  𝑗𝑖𝑘𝑎  ∑𝛼𝑖𝑦𝑖𝐾(𝒙𝑖, 𝒙𝑗) + 𝑏

𝑛𝑠 

𝑖=1

≥ 0

 

−1,  𝑗𝑖𝑘𝑎  ∑𝛼𝑖𝑦𝑖𝐾(𝒙𝑖, 𝒙𝑗) + 𝑏

 𝑛𝑠

𝑖=1

< 0

 (15) 

 𝑓(ϕ(𝑥)) : classification result of x data 

 𝑦𝑖   : data class 

 𝛼𝑖   : lagrange coefficient   

  𝐾(𝒙𝑖, 𝒙𝑗) : kernel function of test data and training data 

 𝑏    : bias  

 𝑛𝑠    : number of support vectors 

2.4. Data and Evaluation System 

The data in this study were 1400 X-ray images of the lungs, the dataset used consisted of 700 

positive cases of tuberculosis and 700 images of normal lungs. Data was collected from 3 different 

sources, first being the National Library of Medicine in the US [14]. The second is the RSNA 

pneumonia detection challenge dataset [15]. Third is Belarus Set [16] by the National Institute of 

Allergy and Infectious Diseases, Ministry of Health Republic of Belarus. The following are the 

stages in the data analysis process: 

a. Input and load data 

b. Perform Data Pre-processing 

c. Classify x-ray image with CNN algorithm  
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d. Classifying x-ray images with SVM algorithm  

e. Comparing the Classification Performance of CNN and SVM methods 

A confusion matrix is a tabular representation used to evaluate the performance of a machine 

learning model on a given dataset. Confusion matrix describes how well the model can classify 

the data into the correct categories. The confusion matrix displays the count of accurate and 

inaccurate forecasts for each classification category. Using these values, the effectiveness of a 

classification model can be assessed [12]. 

Table 1 Confusion Matrix table 

Confusion Matrix 

Prediction Value 

Positiv

e 
Negative 

Actual 

Value 

Positive TP FN 

Negative FP TN 

There are several metrics used to evaluate classification models, such as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (16) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (17) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (18) 

3. MAIN RESULTS 

The pre-processing process in tuberculosis classification using Support Vector Machine (SVM) 

involves several steps as follows: 

a. Data loading: The first step is to load the chest radiograph images that have been collected 

and stored in the dataset. This dataset consists of chest radiograph images that are infected 

and not infected with tuberculosis. 
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b. Convert to grayscale: This is done by taking the average of the red, green, and blue color 

channels for each pixel. Grayscale images only have one color channel and are easier to 

work with in many machine learning applications. 

c. Image resizing: Since the images have different sizes, the next step is to resize the images 

to the same size 224x224.  

d. Convert the image to a numerical array: Most machine learning models require input 

images to have a fixed size, so this step is important. This is done by assigning a numeric 

value to each pixel in the image. For grayscale images, each pixel is assigned a single value 

between 0 and 255 that represents the brightness of the pixel.  

e. Data normalization: After convert image dataset into array, the next step is to normalize 

the data by changing the pixel values from a scale of 0-255 to 0-1. This is done to speed up 

the training time and improve the model's accuracy. 

f. Data splitting: After the radiograph images are processed, the next step is to divide the 

dataset into two parts: training data and testing data with the ratio is 80:20. 

After the pre-processing process is completed, the CNN and SVM model can be tested using the 

processed and normalized testing data. Proper pre-processing can improve the accuracy and 

performance of the model in classifying infected and not infected chest radiograph images with 

tuberculosis.  

 

Table 2 Result of Number of Convolutions Trial 

Total Convolution Accuracy Validation 

1 96.07% 

2 94.64% 

3 97.50% 

4 97.86% 

5 97.14% 
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Table 3 Pooling Layer Type Trial Results 

Pooling Layer 

Type 
Accuracy Validation 

Max Pooling 97.86% 

Average Pooling 94.29%  

 

Table 4 Kernel Size Trial Result 

Kernel Size Accuracy Validation 

3x3 97.86% 

5x5 96.43% 

7x7 96.07%  

 

Table 5 Learning Rate Trial Result 

Learning Rate Accuracy Validation 

0.1 50.00% 

0.01 50.00% 

0.001 97.86%  

0.0001 95.71% 

 

Based on the results of the tests that have been carried out, it is written in tables 2, 3, 4 and 5. The 

model to be used has a number of convolutions of 4 sized 3x3 kernels using max pooling with a 

learning rate of 0.001. The following table 6 is a summary of the architecture used and the 

calculation of its parameters. 
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Table 6 CNN Best Model Architecture 

No Layer Size Parameter 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

Input layer 

Convolution layer 1 

Pooling layer 1 

Dropout 0.25 

Convolution layer 2 

Pooling layer 2 

Dropout 0.25 

Convolution layer 3 

Pooling layer 3 

Dropout 0.25 

Convolution layer 4 

Pooling layer 4 

Dropout 0.25 

Flatten Layer 

Hidden Layer 

Dropout 0.5 

Output 

(224, 224, 1)       

(222, 222, 32)       

(111, 111, 32)    

  (111, 111, 32)    

(109, 109, 64)      

(54, 54, 64)  

(54, 54, 64)     

(52, 52, 128)        

(26, 26, 128) 

(26, 26, 128) 

(24, 24, 256) 

(12,12,256) 

(12,12,256) 

(43264) 

(128)   

(128)   

(2)                                                  

0 

320 

0 

0 

18496 

0 

0 

73856 

0 

0 

295168 

0 

0 

0 

4718720 

0 

258 

 Total  5106818 

 

From the modeling results that have been done based on the architecture in table 7. Here are the 

results of the CNN confusion matrix. 

Table 7 CNN Confusion Matrix 

Prediction Value 

Actual Value 

Positiv

e 
Negative 

Positive 136 4 

Negative 2 138 
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With result 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 0.9786, 𝑅𝑒𝑐𝑎𝑙𝑙 = 0.9714, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 0.9855. 

Each epoch experienced an increase in accuracy and by using the number of epochs 100. To see 

whether the model made overfitting or underfitting can be seen from the following graph. 

 

Figure 6. CNN Model Accuracy Graph 

 

 

Figure 7. CNN Model Loss Graph 

Figure 6 and 7 shows the results of the accuracy of validation data and training data as well as 

the loss of validation data and training data with the number of epochs 100. In the accuracy model 
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graph, the graph shows a continuous increase in the accuracy of validation and training at each 

epoch, and at epoch 100, the accuracy reaches 97.86%. While on the loss model graph, the graph 

shows a continuous decrease in validation and training loss at each epoch, and at epoch 100, the 

resulting loss value is 0.1287, indicating good performance of the model used.  

In this research using Support Vector Machine algorithm utilizing the RBF kernel function. 

Determination of classification with SVM kernel RBF method depends on the gamma and C 

parameters. Gamma is a parameter in the RBF kernel that determines how far the influence of 

training data samples in classification. C is the SVM parameter chosen to control the error. The 

value of the C parameter is found in the optimization of the Lagrange function. Optimization of 

the C parameter is done by conducting trials. The following Table 8 are the results of the trial to 

find the best C parameter. 

Table 8 Resul of The Cost Trial 

Evaluation 

Metrics  

Cost (C) 

0,01 0,1 1 10 100 

Accuracy 0.8178 0.8964 0,9571 0.9571 0.9607 

 

γ =
1

𝑛𝑐𝑜𝑙
+

1

50176
= −0.0000199298469 

With ncol being the number of data dimensions. If in research, ncol is the number of columns in 

the image data that has been converted to numeric data according to the image resolution, which 

is 224 × 224. 

In SVM, the determination of support vector points depends on the result of dot multiplication 

between data that has been transformed into a higher dimensional space. To perform this dot 

multiplication, the RBF kernel function is used on each data. In the kernel method, data is not 

represented separately, but rather through a comparison between a pair of data. From the modeling 

results that have been done, here are the results of the SVM confusion matrix. 
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Table 9 SVM Confusion Matrix 

Prediction Value 

Actual Value 

Positive Negative 

Positive 134 6 

Negative 5 135 

With result 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.9607, 𝑅𝑒𝑐𝑎𝑙𝑙 =  0.9571, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 0.9640. 

To find the best algorithm model for tuberculosis disease classification, it is necessary to compare 

the model evaluation between the CNN algorithm and the SVM algorithm, the following Table 10 

are comparison of the evaluation matrix. 

Table 10 SVM Confusion Matrix 

Model 

Evaluation 

Method 

CNN SVM 

Accuracy 0.9786 0.9607 

Recall 0.9714 0.9571 

Precision 0.9855 0.9640 

From the two algorithms that have been tested, the convolutional neural network algorithm has the 

best evaluation matrix value, namely with an accuracy of 97.86%. In addition, CNN also has higher 

recall and Precision values compared to SVM. The performance of the Convolutional Neural 

Network algorithm outperforms the support vector machine in classifying tuberculosis disease. 

The results show that CNN has better evaluation metrics results and more suitable than SVM in 

the classification of TB disease based on x-ray. 
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