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Abstract: Characteristics of a district refer to specific attributes that describe its condition and quality. Identifying 

these characteristics provides more precise insights into districts that require more attention in specific situations. 

These characteristics are determined based on the interdependence of categories. Dependencies among multiple 

qualitative and quantitative variables can be analyzed using multiple correspondence analysis (MCA) hybrid with 

cosine correlation. MCA is particularly suited for analyzing contingency tables with more than two qualitative 

variables. This study aims to identify the characteristics of objects based on the categories of qualitative variables and 

the characteristics of objects based on quantitative variables. Several qualitative variables with many categories may 

result in less representative information, potentially failing to reach 80% cumulative variance in two dimensions. 

Therefore, the novelty of this study lies in identifying characteristics using Euclidean distance with a variance 

percentage of 100% in more than three dimensions and used two types of variables. The data used in this study are 

eight qualitative variables with 49 categories and three quantitative variables from the Supporting Area Survey of 

Bandung Regency in 2023. The analysis results indicate that the cumulative variance in two dimensions is only 16.9%. 

Consequently, calculations were performed using an Euclidean distance matrix with 43 dimensions to achieve 100% 

cumulative variance. The results of the analysis revealed that 28 district groups were identified. 

Keywords: multiple correspondence analysis; cosine correlation; Euclidean distance; infrastructure. 
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1. INTRODUCTION 

Correspondence analysis is a multivariate analysis method that explores interdependence to 

analyze objects by depicting patterns of dependency in frequency tables. The dependencies studied 

are those among qualitative variables not based on causality [1]. Simultaneous data presentation 

techniques in correspondence analysis simplify data aspects by visually representing data in graphs 

for easier interpretation [2]. These graphs are often referred to as correspondence maps. Generally, 

correspondence analysis utilizes contingency tables, which are cross-tabulations of two categorical 

variables, transforming qualitative data into levels and reducing dimensions for perceptual 

mapping [3].  

Correspondence analysis is classified into Simple Correspondence Analysis (SCA) and Multiple 

Correspondence Analysis (MCA). SCA is applied to data with two categorical variables [4], 

whereas MCA is applied to data with more than two categorical variables [1]. Multiple 

correspondence analysis (MCA) is a method used to analyze contingency tables with more than 

two qualitative variables [5]. The dependency patterns studied are those between qualitative 

variables not based on causality [1]. The main objective of correspondence analysis is to estimate 

the primary coordinates of rows and columns from data with qualitative variables, thus mapping 

the dependency between qualitative variables [6].  

MCA can be performed using several methods, including correspondence analysis based on an 

indicator matrix and correspondence analysis based on the Burt matrix [7]. The use of 

correspondence analysis based on the Burt matrix is considered better than the indicator matrix 

because the elements of the indicator matrix are binary. They only take values of 0 or 1, where the 

value 0 indicates absence and the value 1 indicates presence [8], so the indicator matrix contains 

many zeros (sparse matrix) [9]. Additionally, using the Burt matrix is preferable because the 

mapping obtained in the Burt matrix is based on standard residuals that represent the dependency 

values between categories. The Burt matrix also results in a smaller primary coordinate scale than 

the indicator matrix. Therefore, the percentage of inertia in the Burt matrix will be higher compared 

to using the indicator matrix [10]. MCA will be used in this study because the qualitative variables 

involved exceed two and encompass many categories. The large number of variables and 

categories may result in the percentage of variance not reaching the acceptable threshold of 80% 

in two dimensions [11][12], making it challenging to create a two-dimensional map [13]. 

In their study, Ginanjar et al. [14] also used the hybrid method of MCA and the cosine association 

approach. However, that study uses Mahalanobis distance, whereas this study uses Euclidean 



3 

CHARACTERIZATION METHOD FOR MORE THAN THREE DIMENSIONS 

distance because the principal coordinate points obtained from MCA already account for different 

variances. In addition, Kristanto et al. [15] also used a correspondence analysis. However, the 

correspondence method applied is joint correspondence analysis, not MCA, which produces a two-

dimensional map with cumulative variance > 70% in two dimensions. Pinem et al. [16] also 

employ the MCA method in their study, but they add a step to minimize the number of groups 

formed by reducing categories. However, even after category reduction, that study still could not 

produce a two-dimensional map with cumulative variance ≥ 80%. In contrast, this study does not 

perform category reduction for fear that it would reduce data diversity, resulting in less 

representative information. 

In the study related to infrastructure, Sukarno, D. [17] shows that his study, using qualitative study 

methods, indicates that currently, the districts in Bandung Regency do not have a planned strategy 

needed to improve the standards of organizational factors, one of which is infrastructure. 

Furthermore, the government still needs to understand a more comprehensive approach to what 

infrastructure is more beneficial and necessary. In addition, Syaiful et al. [18] determine the 

priority of infrastructure development in the coastal areas of North Sangatta and South Sangatta 

using the importance-performance analysis technique to produce three priority groups. In contrast, 

this study will provide information about the infrastructure needed by the districts. It will generate 

groups of districts without limiting the number of groups, allowing for infrastructure 

improvements according to their specific needs. 

In this study, we utilized qualitative and quantitative variables. One advanced method derived from 

MCA is hybrid multiple correspondence analysis with cosine correlation, which can accommodate 

quantitative variables [14]. MCA will produce principal coordinates in a quantitative form [19]. 

Therefore, the correlation between these two quantitative variables, the principal coordinates from 

the MCA results and the quantitative variables will be examined. This study aims to identify the 

characteristics of objects based on the categories of qualitative variables and the characteristics of 

objects based on quantitative variables. Identifying characteristics will result in groups of objects 

based on similar characteristics. The novelty of this study lies in the stage of identifying 

characteristics using Euclidean distance with a variance percentage of 100% in more than three 

dimensions. In addition, this study also uses two types of variables: qualitative and quantitative 

variables. 

The study of hybrid MCA with cosine correlation will be conducted to group districts in Bandung 

Regency based on infrastructure condition variables. The data used is secondary data from the 
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Supporting Area Survey of Bandung Regency in 2023. The data has different measurement scales, 

including qualitative data with a nominal scale of multiple categories and quantitative data with a 

ratio scale. The study data consists of eight qualitative variables with 49 categories and three 

quantitative variables. Each district has different infrastructure condition characteristics, 

necessitating different handling in each district based on these characteristics. By comparing the 

infrastructure conditions in each district, there must be a dependency between categories in each 

qualitative variable of infrastructure conditions and the districts. Suppose there is a dependency 

between categories in each qualitative variable and the districts and a correlation between 

quantitative variables. In that case, the districts will be grouped into the same category. This 

enables the government to create infrastructure-related programs that are accurately targeted 

according to the varying characteristics of each district. 

 

2. MATERIAL AND METHOD 

A. Data Sources 

This study aims to assess the infrastructure characteristics in Bandung Regency, which comprises 

31 districts and 280 sub-districts. The data used in this study is secondary data, specifically the 

Supporting Area Survey of Bandung Regency for the year 2023. The data is qualitative with a 

nominal measurement scale and quantitative with a ratio measurement scale. This study uses eight 

qualitative variables with 18 categories and 31 districts, along with three quantitative variables. 

The qualitative variables used in this study are Village Medium Term Development Plan in Effect 

(𝑋1), Cell Phone/phone signal in most Sub-District Areas (𝑋2), The Presence of Lighting on the 

Main Roads of The Sub-Districts (𝑋3) , Existence of LPG Bases/Agents/Sellers (𝑋4), Final 

Disposal Place for Most Families' Feces (𝑋5), Place/Channel for Disposal of Liquid Waste from 

Most Families' Bathing/Washing Water (𝑋6), and The source of Water for Bathing/Washing in 

Most Families Comes From (𝑋7). Furthermore, district data are used as row categories. The 

quantitative variables used consist of the Construction of Long Village Roads During 2022 (𝑋8), 

the number of families using PLN electricity (𝑋9), and the Number of Livable Houses (𝑋10). 

Tables 1 and 2 contain the data used in this study, but the complete data can be viewed on the web 

page: https://bit.ly/Data_Journal.  
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Table 1. The Qualitative Data 

Number 

Name of 

Village/Sub-

district 

Name 

of 

District 

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 

1 
Arjasari 

Village 

Arjasari 

District 

There 

is 

RPJMD 

Very 

Strong 

Signal 

Yes, 

most of 

them 

There is an 

Existence of LPG 

Bases/Agents/Sellers 

Earth pit 
In the pit/ 

Open land 
Well 

2 
Lebakwangi 

Village 

Arjasari 

District 

There 

is 

RPJMD 

Very 

Strong 

Signal 

Yes, 

most of 

them 

There is an 

Existence of LPG 

Bases/Agents/Sellers 

Earth pit 
Infiltration 

pit 
Well 

3 
Batukarut 

Village 

Arjasari 

District 

There 

is 

RPJMD 

Very 

Strong 

Signal 

Yes, 

most of 

them 

There is an 

Existence of LPG 

Bases/Agents/Sellers 

Earth pit 

Drainage 

(Ditch/ 

Gutter) 

Well 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 

280 
Sekarwangi 

Village 

Soreang 

District 

There 

is 

RPJMD 

Strong 

Signal 

Yes, 

most of 

them 

There is an 

Existence of LPG 

Bases/Agents/Sellers 

Tank/ 

wastewater 

management 

installation 

Drainage 

(Ditch/ 

Gutter) 

Well 

 

Table 2. The Quantitative Data 

Number Name of Village/Sub-district Name of District X8 (m) X9 (family) X10 (house) 

1 Arjasari Village Arjasari District 468 3.765 3.001 

2 Lebakwangi Village Arjasari District 0 4.126 8.517 

3 Batukarut Village Arjasari District 1.000 5.282 4.775 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 

280 Sekarwangi Village Soreang District 989 3.578 3.478 

The seven qualitative variables were transformed into a contingency table with districts as rows 

and each category as columns. This resulted in 7 contingency tables that can be used in the chi-

square test. 

B. Contingency Table 

The study produced a two-way contingency table, with districts as a row and characteristics as a 

column. 𝑞1 is the number of categories for the row variable (district) with 𝑗 = 1,2, … , 𝑞1, 𝑞�̃� is 

the number of categories for the column variable (characteristics) with 𝑗̃ = 1,2, … , 𝑞�̃� , �̃� =

2,3, … , 𝑣 , individual in the data is 𝑛 , and 𝑛𝑗�̃�  is the number of observations (subdistrict). The 

contingency table that will be formed is as follows. 
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Table 3. Contingency Table 

Districts 
Characteristics Variable (𝑋) 

1 2 ⋯ 𝑗̃ ⋯ 𝑞�̃� Total 

1 𝑛11 𝑛12 ⋯ 𝑛1�̃� ⋯ 𝑛1𝑞�̃�
 𝑛1• 

2 𝑛21 𝑛22 ⋯ 𝑛2�̃� ⋯ 𝑛2𝑞�̃�
 𝑛2• 

⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮ ⋮ 

𝑗 𝑛𝑗1 𝑛𝑗2 ⋯ 𝑛𝑗�̃� ⋯ 𝑛𝑗𝑞�̃�
 𝑛𝑗• 

⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮ ⋮ 

𝑞1 𝑛𝑞11 𝑛𝑞12 ⋯ 𝑛𝑞1�̃� ⋯ 𝑛𝑞1𝑞�̃�
 𝑛𝑞1• 

Total 𝑛•1 𝑛•2 ⋯ 𝑛•�̃� ⋯ 𝑛•𝑞�̃�
 𝑛 

According to Table 3, 𝑞1 is the number of categories for variable 1, which is the row variable 

(village/sub-district), and 𝑞�̃� is the number of categories for the column variable (infrastructure 

condition characteristics) with �̃� = 2,3, … , 𝑣. 𝑛 is the total number of observations, and 𝑛𝑗�̃� is 

the total number of observations for row category 𝑗th and column category 𝑗th. Based on Table 1, 

the cross-tabulation matrix 𝐍 can be calculated using the following equation: 

𝐍 = 𝑛𝑗�̃�          (1) 

Based on the cross-tabulation matrix 𝐍  on equation (1), can be obtained correspondence 

matrix �̃� as follows: 

�̃� =
𝑛𝑗�̃�

𝑛
= (𝑝𝑗�̃�)         (2) 

In equation (2), 𝑝𝑗�̃� is the joint probability estimator districts and characteristics variable. 𝑝𝑗• =

𝑛𝑗•

𝑛
 is the marginal probability estimator of characteristics (column), and 𝑝•�̃� =

𝑛•�̃�

𝑛
 is the marginal 

probability estimator of districts (row) [20].   

C. Chi-Square Test 

The qualitative data used in correspondence analysis must show interdependence among its 

variables. In this study, the characteristics must be dependent on the district. The Chi-Square test 

is one hypothesis test that can assess the dependence between categorical variables in a 

contingency table [21]. The hypothesis for the Chi-Square test of the two qualitative variables is 

as follows [20]. 
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𝐻0: 𝜋𝑗�̃� = 𝜋𝑗 . 𝜋.�̃�  ; (there is no dependency between the two variables) 

𝐻1: 𝜋𝑗�̃� ≠ 𝜋𝑗 . 𝜋.�̃�  ; (there is a dependency between the two variables) 

The test statistics for the independence analysis using the Pearson Chi-square test are as follows. 

𝜒2 = 𝑛 ∑ ∑
(�̃�𝑗�̃�−�̃�𝑗•�̃�•�̃�)

2

�̃�𝑗•�̃�•�̃�

𝑞�̃�

�̃�=1
𝑞1
𝑗=1        (3) 

Based on equation (3), 𝑛 is the number of observations, 𝑝𝑗• is the marginal probability of the 𝑗𝑡ℎ 

district, 𝑝•�̃� is the marginal probability of 𝑗̃𝑡ℎ characteristics, 𝑝𝑗�̃� joint probability of the 𝑗 and 

𝑗̃, 𝑞1 is the number of categories on 𝑗𝑡ℎ, and 𝑞𝑘 is the number of categories on 𝑗̃𝑡ℎ. The Pearson 

Chi-square test criterion with 𝜒2~𝜒𝜈
2, 𝜈 = (𝑞1 − 1)(𝑞�̃� − 1) is to reject H0 if the p-value < 𝛼, 

accept in other cases. The rejection of H0 is identified based on the p-value written in equation (4) 

as follows: 

𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 𝑃{𝜒𝜈
2 > 𝜒2}        (4) 

D. Multiple Correspondence Analysis 

Multiple Correspondence Analysis is used to identify relationships and patterns among more than 

two qualitative variables with categorical characteristics [5]. Multiple Correspondence Analysis is 

a method used to analyze contingency tables with more than two qualitative variables [9]. The 

correspondence matrix formed in multiple correspondence analysis through the indicator matrix is 

subsequently structured using the Burt matrix [5]. The indicator matrix in multiple correspondence 

analysis can be presented using a raw data table where the columns represent variables with 

categorical cells, and the rows represent respondents [22]. In an indicator matrix, the value 0 

represents that an object doesn't belong to a specific category, while the value 1 represents that an 

object belongs to that category [10]. Let us consider a data matrix of size 𝑛 × 𝑣 with the notation 

𝐘 = (𝑦𝑖𝑘), where 𝑛 denotes the number of objects, 𝑛 denotes the number of qualitative variables, 

𝑖 = 1,2, … , 𝑛 and 𝑘 = 1,2, … , 𝑣. If 𝑞𝑘 represents the number of categories for the 𝑘th variable 

and 𝐙k = (𝑧𝑖𝑗𝑘) represents the indicator matrix for the 𝑘th variable, with elements of size 𝑛 × 𝑞𝑘, 

where 𝑧𝑖𝑗𝑘 is the (𝑖, 𝑗)𝑡ℎ element of 𝑍𝑘 and 𝑗 = 1,2, … , 𝑞𝑘. In this context, the indicator matrix 

can be represented as the following equation [1]: 

𝐙 = [𝐙1 𝐙2 ⋯ 𝐙v]        (5) 

The indicator matrix is of size 𝑛 × 𝑄  with 𝑄 = ∑  𝑞𝑘
𝑣
𝑘=1 , and each variable 𝑘  has 𝑞𝑘 

categories. The indicator matrix cannot reflect dependencies, whereas the aim of this study is to 
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identify dependencies. Therefore, the next step is to form the Burt matrix. The Burt matrix is a 

multi-way contingency table that results from the cross-tabulation of the combined indicator 

matrices of variables for each of their categories [9]. The combined indicator matrix can be defined 

as 𝐙, as stated in equation (5). There are 𝑣 qualitative variables, and 𝐙𝑘 represents the indicator 

matrix for each category with 𝑘 = 1,2, … , 𝑣. In correspondence analysis, the Burt matrix forms 

principal coordinates whose scale or dimension is reduced compared to the indicator matrix. 

The Burt matrix can be denoted as 𝐁 and is related to the combined indicator matrix by the 

following formula in equation (6) and (7) [10]: 

𝐁 = 𝐙𝑇𝐙 =

[
 
 
 
 
 
 
𝐙1

𝑇𝐙1 𝐙1
𝑇𝐙2 ⋯ 𝐙1

𝑇𝐙�̃� ⋯ 𝐙1
𝑇𝐙𝑣

𝐙2
𝑇𝐙1 𝐙1

𝑇𝐙2 ⋯ 𝐙2
𝑇𝐙�̃� ⋯ 𝐙2

𝑇𝐙𝑣

⋮ ⋮ ⋱ ⋮ ⋱ ⋮
𝐙𝑘

𝑇𝐙1 𝐙𝑘
𝑇𝐙2 ⋯ 𝐙𝑘

𝑇𝐙�̃� ⋯ 𝐙𝑘
𝑇𝐙𝑣

⋮ ⋮ ⋱ ⋮ ⋱ ⋮
𝐙𝑣

𝑇𝐙1 𝐙𝑣
𝑇𝐙2 ⋯ 𝐙𝑣

𝑇𝐙�̃� ⋯ 𝐙𝑣
𝑇𝐙𝑣]

 
 
 
 
 
 

=

[
 
 
 
 
 
𝐃1 𝐍12 ⋯ 𝐍1�̃� ⋯ 𝐍1𝑣

𝐍21 𝐃2 ⋯ 𝐍2�̃� ⋯ 𝐍2𝑣

⋮ ⋮ ⋱ ⋮ ⋱ ⋮
𝐍𝑘1 𝐍𝑘2 ⋯ 𝐃𝑘 ⋯ 𝐍𝑘𝑣

⋮ ⋮ ⋱ ⋮ ⋱ ⋮
𝐍𝑣1 𝐍𝑣2 ⋯ 𝐍𝑣�̃� ⋯ 𝐃𝑣 ]

 
 
 
 
 

= (𝑏𝑚�̃�) (6) 

Where 

𝐍𝑘�̃� =

[
 
 
 
𝑛11 𝑛12 ⋯ 𝑛1𝑞�̃�

𝑛21 𝑛22 ⋯ 𝑛2𝑞�̃�

⋮ ⋮ ⋱ ⋮
𝑛𝑞𝑘1 𝑛𝑞𝑘2 ⋯ 𝑛𝑞𝑘𝑞�̃�]

 
 
 

        (7) 

The diagonal matrix 𝑫𝑘 = 𝑑𝑖𝑎𝑔(𝑑𝑗𝑘), where 𝑑𝑗𝑘 in equation (6) is the marginal frequency of 

the 𝑗th category of the 𝑘th variable for 𝑗 = 1,2, … , 𝑞𝑘, 𝑘 = 1,2, … , 𝑣, and �̃� = 2,3, … , 𝑣. 𝐍𝑘�̃� in 

equation (7) is the cross-tabulation matrix between the 𝑘th and �̃�th variables. Meanwhile, 𝑏𝑚�̃� is 

an element of the Burt matrix, where 𝑚, �̃� = 1,2, … , 𝑄, so that 𝑗 ∈ 𝑚. 𝐙𝑣
𝑇𝐙�̃�  is the diagonal 

matrix of the total frequencies for each 𝐙𝑣 in equation (5). 

After obtaining the Burt matrix, each element in the Burt matrix is divided by the total sum of all 

the elements in the matrix. This matrix is known as the Burt Correspondence Matrix. The formula 

used to calculate the Burt Correspondence Matrix is as follows [10]:  

𝐏 =
1

𝑔
𝐁 = (𝑝𝑚�̃�)         (8) 

Where 𝑔 = ∑ ∑ 𝑏𝑚�̃�
𝑄
�̃�=1

𝑄
𝑚=1   and 𝑝𝑚�̃�  in equation (8) is the element of the Burt 

Correspondence Matrix for the 𝑚th row and the �̃�th column, involving the proportion of the Burt 

matrix columns, indicating the ratio between one category and all existing categories. The 

proportion of the Burt matrix columns (𝐜)  and the row (𝐫)  mass of the Burt matrix have 

equivalent values, expressed through the following formula [10]: 
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𝐜 = 𝐫 =
1

𝑔
𝐁𝟏         (9) 

Where 1 in equation (9) is a vector of dimension 𝑄 × 1 with each element equal to 1. The main 

diagonal elements in the Burt Correspondence Matrix reflect the marginal probabilities, while the 

upper and lower triangular regions reflect the joint probabilities. The calculation of the standard 

residual matrix can be described as follows [10]: 

𝐒 = 𝐃𝐜
−

𝟏

𝟐(𝐏 − 𝐜𝐜T)𝐃𝐜
−

𝟏

𝟐 = (𝑠𝑚�̃�)       (10) 

𝐏 is the Burt correspondence matrix from equation (8), and it is the row diagonal matrix. 𝐃𝐜 is 

the column diagonal matrix, and 𝐜 from equation (9) is the row or column mass of Q diagonal 

matrix. The Burt matrix has equal row and column mass proportions, consisting of 𝐃𝐫 = 𝐃𝐜 =

diag(𝐜), 𝐏𝟏 = 𝐜 and 𝟏T𝐏T = 𝐜T. 𝑠𝑚�̃� being the element of the standardized residual matrix 

for row 𝑚𝑡ℎ and column �̃�𝑡ℎ. 

Decomposition of the diagonal matrix of standardized residual matrix 𝐒 is performed to obtain 

the principal coordinate vectors of each orthogonal dimension. Eigenvalue decomposition (EVD) 

is the decomposition method used in this study because the Burt matrix and the standardized 

residual matrix are symmetric and semi-positive definite matrices [14]. Eigen Value 

Decomposition (EVD) can be defined in the matrix 𝐒 in equation (11): 

𝐒 = 𝐄𝚲𝐄T         (11) 

𝐄 in equation (11) is an orthogonal matrix (such that 𝐄−1 = 𝐄T), 𝐄𝐄T = 𝐄T𝐄 = 𝐈, where each 

column of 𝐄 represents eigenvectors that are orthogonal to each other. The columns of matrix 𝐄 

are denoted as 𝐄 = (𝒆1, 𝒆2, … , 𝒆𝐿). 𝚲 in equation (11) is a diagonal matrix of eigenvalues 𝜆ℓ, 

denoted as 𝚲 = diag (𝛌) , where 𝛌 = (𝜆1, 𝜆2, … , 𝜆ℓ, … , 𝜆𝐿), 𝜆ℓ =  eigenvalues ℓ𝑡ℎ  and 𝜆1 >

𝜆2 > ⋯ > 𝜆ℓ > ⋯ > 𝜆𝐿 , 𝑙 = 1,2, … , 𝐿. 

The first step in generating a correspondence map is to obtain the principal coordinates for each 

category, which illustrates the relationship between categories. The standard coordinates of the 

row categories and the standard coordinates of the column categories will have the same values. 

This occurs because the Burt matrix from which these coordinates are derived is symmetrical. 

Thus, the formula for the standard coordinates of both the row and column can be seen as follows: 

𝐇 = 𝐃𝒄

−
1

2𝐄 = (ℎ𝑚ℓ)        (12) 

Based on equation (12), ℓ  represents dimension, and 𝑚  represents a category. Each row 

represents standard coordinates for each dimension. Standard coordinates 𝐇  alone are still 
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inadequate for use. This occurs because in standard coordinates 𝐇, the results obtained may not 

adequately represent the dependencies in correspondence mapping. Each coordinate also has 

different variances, hence the need to use principal coordinates represented by eigenvalues. 

Principal coordinates are linear combinations of eigenvectors derived from the dependence values 

between row categories and column categories, and the principal coordinates of each category can 

construct a correspondence map [23]. The formula for principal coordinates is as follows: 

𝐅 = 𝐃𝐜

−
1

2𝐄𝚲
1

2 = (𝑓𝑚ℓ)         (13) 

�̃� = (𝑓𝑗ℓ)         (14) 

where 𝐃𝐜 is the diagonal matrix of the column in matrix 𝐅, which represents a category. The 

column matrix 𝐅  in equation (13) represents the coordinates for each dimension, while �̃�  in 

equation (14) is the main coordinates of the subdistrict and the ℓth dimensions. 

Total inertia is the percentage of variability used to measure mapping quality. The proportion of 

inertia for each dimension and the percentage of missing categories or the percentage of lost 

information can be determined through total inertia calculation, as total inertia can describe 

mapping quality [24]. Total inertia is the sum of the squared distances of each coordinate point 

(row/column) from its centre. Total inertia is obtained based on the following equation [10]: 

Inertia total = trace (𝐅T𝐅) = trace (𝚲)      (15) 

Based on equation (15), the inertia value indicates the contribution of the 𝑘th row to the total inertia. 

Once the inertia value is obtained, the variance can be determined. The variance explained by the 

𝛿 th dimension depends on the percentage contribution 𝜙𝛿  from each eigenvalue. Variance 

coverage for each dimension, as well as inertia for 𝐷 dimensions where 𝐷 ≤ 𝐿 or cumulative 

variability percentage, can be defined as follows: 

𝜙𝛿 = (
𝜆𝛿

∑ 𝜆ℓ
𝐿
ℓ=1

)         (16) 

𝜏𝐷 =
∑ 𝜆𝛿

𝐷
𝛿=1

∑ 𝜆ℓ
𝐿
ℓ=1

          (17) 

Where 𝜙𝛿 in equation (16) represents the variance coverage of each dimension 𝛿 = 1,2,…, 𝐿. 

𝜏𝐷 denotes the percentage of diversity or variance coverage of the 𝐷 dimensions. 𝜆𝛿 in equation 

(17) signifies the eigenvalue obtained from Eigen Value Decomposition (EVD) for dimension 𝛿th, 

while 𝜆ℓ  in equation (17) denotes the eigenvalue for dimension ℓth. The representation of 

dependence generated from principal coordinates is based on the distances between categories. 



11 

CHARACTERIZATION METHOD FOR MORE THAN THREE DIMENSIONS 

Information is extracted based on distance measures to represent the obtained dependencies 

objectively. 

E. Preprocessing Quantitative Variable Data 

Preparing data with quantitative variable types is the second step after preparing qualitative 

variable data, which must be carried out in multiple correspondence analysis. The data is 

quantitative with a ratio measurement scale. In this study, there are three quantitative variables for 

which the average will be calculated for each sub-district and data standardization will be 

performed. 

The first step is to find the total for each sub-district. Let 𝑦𝑢 be the 𝑢𝑡ℎ quantitative variable with 

𝑢 = 1,2, … , 𝑤, where 𝑤 is the number of quantitative variables. If the number of villages for 𝑗𝑡ℎ 

sub-district in variable 𝑢 is 𝑁𝑗, then the matrix for the 𝑢𝑡ℎ  quantitative variable in 𝑗𝑡ℎ  sub-

district can be written in equation (18): 

𝐘𝑗 = [

𝑦11𝑗 𝑦12𝑗 ⋯ 𝑦1𝑢 ⋯ 𝑦1𝑤𝑗

𝑦21𝑗 𝑦22𝑗 ⋯ 𝑦2𝑢 ⋯ 𝑦2𝑤𝑗

⋮ ⋮ ⋱ ⋮ ⋱ ⋮
𝑦𝑁𝑗1𝑗 𝑦𝑁𝑗2𝑗 ⋯ 𝑦𝑤𝑢 ⋯ 𝑦𝑁𝑗𝑤𝑗

]      (18) 

The total for each sub-district is used because the units of each quantitative variable are summed 

without resulting in a new unit. The total of the quantitative variable for 𝑗𝑡ℎ  sub-district in 

variable 𝑢 can be written in the equation (19): 

𝜏𝑗 = [∑ 𝑦𝑖1𝑗
𝑁𝑗
𝑖=1  ∑ 𝑦𝑖2𝑗

𝑁𝑗
𝑖=1 … ∑ 𝑦𝑖𝑗

𝑁𝑗
𝑖=1 ] = [𝜏1𝑗 𝜏2𝑗 … 𝜏𝑤𝑗]     (19) 

Next is data standardization, which is used when there are differences in measurement units among 

variables in a study. Standardization is typically performed by converting each variable into a 

standard value by subtracting the mean and dividing by the standard deviation. 

The data consists of 𝑛  objects, comprising 31 sub-districts in Bandung Regency, with 𝑦 

variables represented by three quantitative variables: the length of rural road construction during 

2022, the number of households using PLN electricity, and the number of livable houses, presented 

in an initial data matrix Y of size 𝑛 × 𝑣. The formula for standardization for each variable can be 

written in the following equation: 

𝜏�̅� =
∑ 𝜏𝑗𝑢

𝑞1
𝑗=1

𝑞1
    𝜎𝑢𝑢 =

∑ (𝜏𝑗𝑢−�̅�𝑢)
2𝑞1

𝑗=1

𝑞1
     𝜎𝑢 = √𝜎𝑢𝑢 

𝑥𝑗𝑢 =
𝜏𝑗𝑢−�̅�𝑢

𝜎𝑢
 , 𝑗 = 1,2, … , 𝑞1 ; 𝑢 = 1,2, … , 𝑤     (20) 
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With 𝑥𝑗𝑢 in equation (20) being the data after standardization for row 𝑗𝑡ℎ and column 𝑢𝑡ℎ. 𝜏𝑗𝑢 

is the total data for row 𝑗𝑡ℎ and column 𝑢𝑡ℎ.𝜏�̅� is the average of the total data for column 𝑢𝑡ℎ, 

and 𝜎𝑢 is the standard deviation of the total data for column 𝑢𝑡ℎ. 

F. Cosine Correlation 

Cosine correlation is a correlation whose similar measurement method calculates the angle 

between two non-zero vectors [25]. The cosine of the angle between two vectors is an element of 

the principal coordinate matrix in multiple correspondence analysis, which can be approximated 

by the correlation between the two vectors. The principal coordinate matrix is calculated using the 

correlation between qualitative variables and the coordinates of the object variables. The 

correlation value between the principal coordinates of objects and the quantitative variable data 

can be written in equation (21) [14]: 

𝜌ℓ𝑢 = 𝐶𝑜𝑠(𝜃ℓ𝑢) =
∑ (𝑓𝑗ℓ) (𝑥𝑗𝑢)

𝑞1
𝑗=1

√∑ 𝑓𝑗ℓ
2𝑞1

𝑗=1 √∑ 𝑥𝑗𝑢
2𝑞1

𝑗=1

       (21) 

Where 𝜃ℓ𝑢 represents the angle between vector ℓ and vector 𝑗, the term 𝜌ℓ𝑢 in equation (21) 

denotes the correlation between the principal coordinate values 𝑓𝑗ℓ from equation (14) and the 

object characteristics 𝑥𝑗𝑢 from equation (20). 𝑓𝑗ℓ refers to the principal coordinates here, while 

𝑥𝑗𝑢  represents the data after standardization. Based on equation (21), the form of the cosine 

correlation matrix equation and the coordinate vector of quantitative characteristics can be defined 

as follows: 

𝐑 = (𝜌ℓ𝑢)         (22) 

𝚿 = 𝚲𝜸𝐑 ; 0 < γ < 1        (23) 

𝚿T = (

𝜓11 𝜓12 ⋯ 𝜓1𝑢

𝜓21 𝜓22 ⋯ 𝜓2𝑢

⋮ ⋮ ⋱ ⋮
𝜓ℓ1 𝜓ℓ2 ⋯ 𝜓ℓ𝑢

)       (24) 

𝐑 in equation (22) represents the cosine correlation matrix between 𝑓𝑗ℓ from equation (14) and 

𝑥𝑗𝑢 from equation (20). The matrix 𝚿 in equation (23) will be transposed into the matrix 𝚿T in 

equation (24) denotes the coordinate matrix of quantitative characteristic vectors, while 𝚲  in 

equation (23) is the diagonal matrix of eigenvalues. 𝜌ℓ𝑢 in equation (22) indicates the correlation 

between the principal coordinate values 𝑓𝑗ℓ and the object characteristics 𝑥𝑗𝑢. Additionally, 𝜓ℓ𝑢 

in equation (24) represents an element of the coordinate matrix of quantitative characteristic 
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vectors. The value of γ in equation (23) is in the range 0 < γ < 1, with extreme values of γ = 0 

and γ = 1. Determining the value of γ is crucial for considering the visualization of a specific 

dimensional space on the map, where γ  functions as a weighting factor to adjust the size of 

vectors in the map dimension [26]. 

If the calculation of cumulative diversity percentage results in more than three dimensions, then 

cosine correlation matrix distance calculation can be used. The cosine value of the angle between 

two vectors depicts the correlation between them; a narrower angle indicates a higher correlation 

[14]. If there are two vectors 𝒇 and 𝝍 sized ℓ × 1, the cosine of the angle between them can be 

calculated using the following equation: 

�̃�𝑗𝑢 = 𝐶𝑜𝑠(𝜃j𝑢) =
∑ 𝑓𝑗ℓ

𝐿
ℓ=1  𝜓ℓ𝑢

√∑ 𝑓𝑗ℓ
2𝐿

ℓ=1 √∑ 𝜓ℓ𝑢
2𝐿

ℓ=1

       (25) 

𝐊 = (�̃�j𝑢)          (26) 

Where  𝜃j𝑢  represents the angle between vector 𝑗  and vector u, while �̃�j𝑢  in equation (25) 

denotes the correlation between the principal coordinate values 𝑓𝑗ℓ from equation (14) and the 

matrix of the quantitative characteristic vector coordinates 𝜓ℓ𝑢  from equation (24). Here, 𝑓𝑗ℓ 

refers to the principal coordinate values, and 𝜓ℓ𝑢 represents the elements obtained from the 

transpose of the quantitative characteristic vector coordinates. The matrix 𝐊 in equation (26) is 

the cosine correlation matrix between 𝑓𝑗ℓ and 𝜓ℓ𝑢. 

G. Euclidean Distance 

The next step is calculating Euclidean distance to determine the characteristics of the object 

variables with column categories because the main vector coordinate points of each dimension 

used are perpendicular or orthogonal to each other, and the main coordinate points obtained from 

the multiple correspondence analysis have considered different variances [27]. If there are 𝑞1 row 

variable categories (objects) with 𝑚, �̃� = 1,2, … , 𝑞1, … , 𝑄, then the vectors 𝒇1, 𝒇2, … , 𝒇𝑄 can 

be calculated into the Euclidean distance as matrix 𝐃 can be expressed with the following formula 

[8]: 

𝑑(𝒇𝑚, 𝒇�̃�) = √(𝒇𝑚 − 𝒇�̃�)𝑇(𝒇𝑚 − 𝒇�̃�)      (27) 

Where 𝑑(𝒇𝑚, 𝒇�̃�) is the Euclidean distance between vector 𝒇𝑚 and vector 𝒇�̃�, with 𝒇𝑚 being 

the vector for category 𝑚 and 𝒇�̃� being the vector for category �̃�. If the value of 𝑑(𝒇𝑚, 𝒇�̃�) 

from equation (27) is smaller, the two matched vectors will be more similar. Conversely, if the 
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value of 𝑑(𝒇𝑚, 𝒇�̃�) from equation (27) is larger, the two matched vectors will be more different 

[28][29]. 

 

3. MAIN RESULTS 

The data is analyzed using RStudio version 2022.07.2+576, and the complete syntax can be viewed 

on the webpage https://bit.ly/Syntax_Journal. This study enrolled seven characteristic variables, 

which were transformed into a contingency table, resulting in seven contingency tables. 

Furthermore, to perform correspondence analysis, the characteristic variables must depend on 

district variables. Therefore, a Chi-Square test examines the dependency between the characteristic 

and the district variable. The results of the Chi-Square test from equations (3) and (4) can be seen 

in Table 4.  

Table 4. Chi-Square Test 

Category 𝝌-Square (𝝌𝟐) df (𝜈) p-value 

District vs 𝑋1 101.41 30 1.11E-09 

District vs 𝑋2 122.15 90 0.0136 

District vs 𝑋3 55.45 60 0.0031 

District vs 𝑋4 25.02 30 0.7239 

District vs 𝑋5 149.20 90 8.858E-05 

District vs 𝑋6 144.96 120 0.0601 

District vs 𝑋7 274.50 180 2.392E-09 

Based on Table 4, the results of the Chi-Square test show variables Existence of LPG 

Bases/Agents/Sellers (Stalls, Shops, Supermarkets, Mobile Gas Sellers) (𝑋4) and Place/Channel 

for Disposal of Liquid Waste from Most Families' Bathing/Washing Water (𝑋6)  are not 

dependent on district variables. This is indicated by a p-value greater than 0.05. Therefore, these 

two variables do not need to be included in the analysis. Furthermore, MCA was carried out on the 

five variables significantly dependent on the district variable. 

The principal coordinates 𝐅 can be used to map the dependency between categories. The standard 

coordinates can be obtained from the calculation of equation (12). 

𝐅(49×43) =

[
 
 
 
 
0.343768 0.66048 0.367169 ⋯ −0.08277
−1.28021 −1.28291 0.254724 ⋯ 0.296152
0.297201 0.178664 −0.14608 ⋯ −0.03054

⋮ ⋮ ⋮ ⋱ ⋮
0.613031 −0.41413 −2.02701 ⋯ 0.141413]

 
 
 
 

 

The principal coordinates for all categories are obtained by multiplying the standard coordinates 

by the matrix 𝚲, which is an 𝐿 × 𝐿 diagonal matrix of eigenvalues 𝜆ℓ according to equation 

https://bit.ly/Syntax_Journal
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(12).  

Table 5. Eigenvalues, Variance Explained, and Cumulative Diversity 

 ℓ  𝜆ℓ  𝜙𝛿   𝜏𝐷  

1 0.146163968 10.7 10.7 

2 0.08503761 6.2 16.9 

3 0.065125825 4.7 21.7 

 ⋮ ⋮  ⋮  ⋮  

43 0.002482092 0.1 100 

Based on Table 5 from calculation equations (16) and (17), the results of the MCA on these five 

characteristic variables used 43 dimensions because they resulted in a cumulative diversity 

percentage of 100%. The total cumulative diversity percentage obtained when using two 

dimensions is 16.9%. Persisting with only two dimensions could lead to misleading information. 

Identifying infrastructure condition characteristics for each district based on qualitative variables 

is determined by the proximity of coordinate points between the district and the qualitative 

categories of infrastructure conditions generated by the Euclidean distance matrix. If the distance 

is closer, the category represents the infrastructure condition characteristics of the district. 

Conversely, if the distance is farther, it indicates otherwise.  

Table 6. Euclidean Distance between Sub-Districts and Categories 

  𝑋1,1 𝑋1,2 𝑋2,1 𝑋2,2 ⋯ 𝑋7,5 𝑋7,6 

𝑀1 2.1310 3.3276 2.2260 2.6854 ⋯ 2.3771 4.8787 

𝑀2 2.8129 1.8476 2.7816 3.6890 ⋯ 2.5795 5.1580 

𝑀3 2.0604 3.2493 2.0349 2.8794 ⋯ 2.2457 4.7704 

⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ 

𝑀31 2.1601 3.3175 2.1859 2.9377 ⋯. 2.3564 4.8649 

Based on Table 6 from calculation equation (27), it can be observed that Arjasari district 𝑀1 has 

the closest Euclidean distance to category 𝑋1,1 compared to 𝑀1's distances to other categories in 

variable 𝑋1. Therefore, one of the characteristics of Arjasari district is the existence of the RPJMD 

(Medium-Term Regional Development Plan) 𝑋1,1 . The exact process is carried out for other 

districts and categories. Districts with similar characteristics can be grouped into one group based 

on Euclidean distance in Table 4. 

The quantitative data in this study comprises variables that have undergone preprocessing, which 

consists of two stages: calculating totals for each sub-district based on equation (19) and 
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standardizing the data based on equation (20). Identification of sub-districts based on infrastructure 

condition characteristics from 3 quantitative variables is conducted using the cosine correlation 

method. The cosine angle calculation between two vectors uses the principal coordinate values of 

qualitative variables with quantitative data. 

To obtain the coordinates of quantitative characteristic vectors for three variables, the values of 

𝚲,𝐑, dan 𝛾 are set to 
1

2
. 𝛾 is set to 

1

2
 to focus on the vectors and the spread of object points. 

The results of the principal coordinate points and the 𝚿 vector coordinates from equation (23) 

are used to identify sub-districts based on qualitative and quantitative characteristics. Qualitative 

characteristics are identified using the principal coordinate points from 7 qualitative variables, 

while quantitative characteristics are identified using the 𝚿  vector coordinates from three 

quantitative variables. The cosine correlation matrix distance calculation can be used because the 

cumulative diversity percentage or inertia between the principal qualitative coordinates and the 

quantitative characteristic vector coordinates is greater than 70%. Therefore, the calculation 

involves determining the cosine angle matrix between the principal qualitative coordinates and the 

quantitative characteristic vector coordinates. 

The next step is to identify the quantitative characteristics of infrastructure conditions, which 

consist of three quantitative variables in the districts, using the cosine angle between two vectors. 

This will result in matrix 𝐊 form calculation (26) that contains the correlation coefficients. Here 

is the interpretation of correlation based on the value of its correlation coefficient [30]: 

Table 7. Correlation Value Range and Degree of Relationship 

Correlation Value Range Degree of Relationship 

0.00-0.19 Very Weak 

0.20-0.39 Weak 

0.40-0.59 Moderate 

0.60-0.79 Strong 

0.80-1.00 Very Strong 

Based on Table 7, if the cosine value of the angle is ≥ ±0.2, it indicates that the two variables 

correlate, although the correlation is weak. In the cosine correlation matrix. Here is the Cosine 

Correlation Matrix between Principal Qualitative Coordinates and Quantitative Vector 

Coordinates. 
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Table 8. Cosine Correlation Matrix  

 𝑿𝟖 𝑿𝟗 𝑿𝟏𝟎  𝑿𝟖 𝑿𝟗 𝑿𝟏𝟎 

𝑴𝟏 -0.4804 * -0.2098 * 0.3721 * 𝑴𝟏𝟕 -0.1485 0.0837 -0.1691 

𝑴𝟐 -0.1445 0.3768 * -0.1199 𝑴𝟏𝟖 -0.2773 * 0.3597 * -0.0053 

𝑴𝟑 0.2392 * -0.2831 * 0.0485 𝑴𝟏𝟗 0.2525 * 0.0099 -0.1548 

𝑴𝟒 0.0655 0.2051 * -0.1348 𝑴𝟐𝟎 0.0801 -0.2225 * -0.1525 

𝑴𝟓 0.1271 -0.0035 0.2806 * 𝑴𝟐𝟏 -0.1907 0.0045 -0.0915 

𝑴𝟔 0.0438 -0.2743 * -0.0485 𝑴𝟐𝟐 -0.2568 * 0.0059 0.0194 

𝑴𝟕 -0.2542 * 0.2701 * -0.3591 * 𝑴𝟐𝟑 -0.0962 -0.3140 * -0.2901 

𝑴𝟖 -0.1523 -0.1064 -0.0743 𝑴𝟐𝟒 -0.1783 0.0258 0.0162 

𝑴𝟗 -0.1243 0.1551 -0.0337 𝑴𝟐𝟓 0.2012 * 0.1002 0.3589 * 

𝑴𝟏𝟎 -0.0563 0.4478 * -0.0987 𝑴𝟐𝟔 0.0776 -0.4224 * 0.1774 

𝑴𝟏𝟏 0.1336 -0.2513 * 0.2673 * 𝑴𝟐𝟕 -0.1899 -0.1292 -0.0743 

𝑴𝟏𝟐 0.3351 * 0.1662 -0.4400 * 𝑴𝟐𝟖 0.0524 -0.0692 -0.0324 

𝑴𝟏𝟑 0.1704 0.0505 -0.3751 * 𝑴𝟐𝟗 0.1187   0.3426 * -0.0078 

𝑴𝟏𝟒 -0.0197 0.0635 0.0256 𝑴𝟑𝟎 -0.1422 -0.1302 -0.0116 

𝑴𝟏𝟓 -0.0673 0.0651 0.0510 𝑴𝟑𝟏 -0.0636 -0.1146 -0.0211 

𝑴𝟏𝟔 0.3178 * -0.1386 -0.0116     

Note: The cosine values of the angle marked with (*) are ≥ ±0.2, which indicates that a district 

has specific infrastructure condition characteristics.

Table 8 shows that in Baleendah district (𝑀2), the number of households using PLN electricity is 1 

above average. Baleendah district (𝑀2) does not correlate with the characteristics of village road 2 

development length during the year 2022 (𝑋8)  and the number of habitable houses (𝑋10) . 3 

Therefore, it can be concluded that the infrastructure condition characteristics based on 4 

quantitative variables in Baleendah district (𝑀2 ) are the number of households using PLN 5 

electricity above average. The districts that do not correlate with quantitative characteristics 6 

include Cilengkrang (𝑀8 ), Cileunyi (𝑀9 ), Dayeuhkolot (𝑀14 ), Ibun (𝑀15 ), Kertasari (𝑀17 ), 7 

Margahayu (𝑀21), Pameungpeuk (𝑀24), Pasirjambu (𝑀27), Rancabali (𝑀28), Solokanjeruk (𝑀30), 8 

and Soreang (𝑀31 ). Identification of district infrastructure condition characteristics based on 9 

dependency and cosine correlation is conducted by grouping qualitative and quantitative variables. 10 

The results of this grouping are presented in table 9: 11 

 12 

 13 
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Table 9. Groups of sub-districts based on hybrid multiple correspondence analysis 14 

Group District Infrastructure Condition 

1 • Arjasari (𝑀1) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is very strong (X2,3) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a well (X7,4) 

• Construction of the length of village roads during 2022 is below average (X8) 

• The number of families using PLN electricity is below average (X9) 

• The number of livable houses is above average (X10) 

2 
• Baleendah 

(𝑀2) 

• There is no RPJMD (X1,2) 

• The cell phone/phone signal is very strong (X2,3) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

3 • Banjaran (𝑀3) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a well (X7,4) 

• Construction of the length of village roads during 2022 is above average(X8) 

• The number of families using PLN electricity is below average (X9) 

4 
• Bojongsoang 

(𝑀4) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is very strong (X2,3) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

• The number of families using PLN electricity is above average (X9) 

5 
• Cangkuang 

(𝑀5) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• The source of water for bathing/washing is from a well (X7,4) 

• The number of livable houses is above average (X10) 
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6 
• Cicalengka 

(𝑀6) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a well (X7,4) 

• The number of families using PLN electricity is below average (X9) 

7 
• Cikancung 

(𝑀7) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• Final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

• Construction of the length of village roads during 2022 is below average (X8) 

• The number of families using PLN electricity is above average (X9) 

• The number of livable houses is below average (X10) 

8 
• Cilengkrang 

(𝑀8) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is weak (X2,2) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from water springs(X7,3) 

9 • Cileunyi (𝑀9) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is very strong (X2,3) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a well (X7,4) 

10 
• Cimaung 

(𝑀10) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a well (X7,4) 

• The number of families using PLN electricity is above average(X9) 

11 
• Cimenyan 

(𝑀11) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

• The number of families using PLN electricity is below average(X9) 

• The number of livable houses is above average (X10) 
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Group District Infrastructure Condition 

12 • Ciparay (𝑀12) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is very strong (X2,3) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

• Construction of the length of village roads during 2022 is above average (X8) 

• The number of livable houses is below average (X10) 

13 
• Ciwidey 

(𝑀13) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• The source of water for bathing/washing is from a well (X7,4) 

• The number of livable houses is below average (X10) 

14 

• Dayeuhkolot 

(𝑀14) 

• Margahayu 

(𝑀21) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is very strong (X2,3) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

15 

• Ibun (𝑀15) 

• Kertasari 

(𝑀17) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from water springs (X7,3) 

16 

• Katapang 

(𝑀16) 

• Majalaya 

(𝑀19) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• Source of water for bathing/washing from a drilled well or pump (X7,5) 

• Construction of the length of village roads during 2022 is above average (X8) 

17 
• Kutawaringin 

(𝑀18) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is very strong (X2,3) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a well (X7,4) 

• Construction of the length of village roads during 2022 is below average (X8) 

• The number of families using PLN electricity is above average(X9) 
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18 
• Margaasih 

(𝑀20) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

• The number of families using PLN electricity is below average (X9) 

19 • Nagreg (𝑀22) 

• There is an RPJMD (X1,1) 

The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• Final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

• Construction of the length of village roads during 2022 is below average (X8) 

20 • Pacet (𝑀23) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from water springs (X7,3) 

• The number of families using PLN electricity is below average (X9) 

21 
• Pameungpeuk 

(𝑀24) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• Final waste disposal site elsewhere (X5,1) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

22 
• Pangalengan 

(𝑀25) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a metered tap (X7,1) 

• Construction of the length of village roads during 2022 is above average (X8) 

• The number of livable houses is above average (X10) 

23 • Paseh (𝑀26) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

• The number of families using PLN electricity is below average (X9) 
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Group District Infrastructure Condition 

24 
• Pasirjambu 

(𝑀27) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

25 
• Rancabali 

(𝑀28) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in a hole in the ground (X5,2) 

• The source of water for bathing/washing is from water springs(X7,3) 

26 
• Rancaekek 

(𝑀29) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is some lighting on the main road (X3,2) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• Source of water for bathing/washing from a drilled well or pump (X7,5) 

• The number of families using PLN electricity is above average (X9) 

27 
• Solokanjeruk 

(𝑀30) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site for faeces in tanks/wastewater management installations 

(X5,4) 

• The source of water for bathing/washing is from a drilled well or pump (X7,5) 

28 • Soreang (𝑀31) 

• There is an RPJMD (X1,1) 

• The cell phone/phone signal is strong (X2,1) 

• There is most of the lighting on the main road (X3,1) 

• A final disposal site faeces in tanks/wastewater management installations 

(X5,4) 

• The source of water for bathing/washing is from a well (X7,4) 

 15 

Based on Table 9, the districts formed by identifying infrastructure characteristics based on 16 

qualitative and quantitative variables resulted in 28 district groups, each with different 17 

infrastructure characteristics. Ciwidey District (𝑀13) is in Group 13, and Soreang District (𝑀31) 18 

is in Group 28, Initially, they were grouped together when only qualitative characteristics were 19 

considered, as they shared the same qualitative characteristics, including There is an RPJMD (X1,1), 20 
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The cell phone/phone signal is strong (X2,1), There is most of the lighting on the main road (X3,1), 21 

Final disposal site for faeces in tanks/wastewater management installations, and The source of 22 

water for bathing/washing is from a well (X7,4). However, they ended up in different groups 23 

because, when quantitative characteristics were considered, Ciwidey District was found to have a 24 

quantitative characteristic that the number of livable houses is below average (X10). In contrast, 25 

Soreang District does not have any quantitative characteristics. The grouping of other districts is 26 

similarly based on qualitative and quantitative variables. Therefore, it is possible for districts to be 27 

grouped together based on qualitative variable identification initially, but they may later be 28 

separated when quantitative variables are also considered. 29 

 30 

4. CONCLUSION 31 

Hybrid multiple correspondence analysis with cosine correlation is a serial combination of 32 

correspondence analysis with a cosine correlation approach aimed at identifying dependencies and 33 

correlations between two or more qualitative variables and several quantitative variables. Before 34 

calculating hybrid multiple correspondence analysis, a chi-square test is necessary to determine 35 

which characteristic variables depend on the districts. Of the seven characteristics, five are 36 

dependent on the districts. In this study, cumulative variance in two dimensions only reaches 37 

16.9%, which may result in a distorted or incomplete representation of the data, potentially leading 38 

to incorrect conclusions. Therefore, the dimensions used to group districts in Bandung Regency 39 

are based on the number of categories of qualitative variables, totalling 43 dimensions, 40 

encompassing 100% inertia, and grouping cannot be obtained based on a two-dimensional 41 

correspondence map. Euclidean distance and cosine correlation are solutions for identifying sub-42 

districts based on the characteristics of infrastructure conditions, which consist of qualitative and 43 

quantitative variables with nominal and ratio measurement scales. Based on the results of hybrid 44 

multiple correspondence analysis with cosine correlation, 28 district groups were obtained based 45 

on the characteristics of infrastructure conditions. Thus, the government can address infrastructure 46 

issues in Bandung Regency by evaluating each district's infrastructure problems based on their 47 

differing characteristics. 48 

Hybrid of multiple correspondence analysis with cosine correlation can be used to obtain object 49 

characteristics based on the dependence between categories of qualitative variables with several 50 

quantitative variables using the Euclidean distance matrix. Hybrid multiple correspondence 51 

analysis can be applied to another study as long as there are object variables and characteristic 52 
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variables consisting of qualitative variables with more than two categories and several quantitative 53 

variables. Future studies should consider grouping objects using cluster analysis methods to create 54 

more flexible groups as desired. 55 
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