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Abstract: Hypertension is one of the most common diseases in the world and is an important risk factor for heart 

disease and a significant contributor to mortality and morbidity in both developed and developing countries. 

Systematic reviews have been conducted to assess the prevalence of hypertension and its risk factors. To model the 

hypertension status, in this study we developed an ordinal logistic regression model into a nonparametric regression 

model and called it a Nonparametric Ordinal Logistic Regression (NOLR) model. Therefore, this study aims to 

model hypertension status based on several influencing factors, and identify these factors that the most influential on 

hypertension status using the NOLR model approach, because we assume an ordinal scale response variable with q 

categories to have an asymmetric distribution, namely a multinomial distribution. Next, to estimate the NOLR 

model of Hypertension status, we use a Multivariate Adaptive Regression Spline (MARS) estimator, because it can 
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accommodate interactions between risk factors expressed in basis functions, making it suitable for high-dimensional 

data cases. Furthermore, selection of the best model is based on minimum value of Generalized Cross-Validation 

(GCV). The results are that the best MARS model of hypertension status has BF = 16, MI = 3, and MO = 1 with 

GCV value of 0.0353874, and 𝑅2 value of 49.13508%. Also, there are three predictor variables, namely age, body 

mass index and total cholesterol that significantly affect the hypertension status. In addition, the obtained estimation 

of nonparametric ordinal logistic regression model using the MARS estimator is valid for predicting the 

hypertension status with an accuracy value of 69.25%, sensitivity value of 66.47% and specificity value of 84.06%. 

Keywords: hypertension; nonparametric ordinal logistic regression; MARS; age; gender; BMI; cholesterol. 

2020 AMS Subject Classification: 62G05, 62G08, 62P10, 65D07. 

 

1. INTRODUCTION 

The global epidemic of hypertension is mainly uncontrolled, and hypertension remains the 

leading cause of non-communicable disease deaths worldwide [1]. Approximately 22% of people 

worldwide who are 18 years of age or older suffer from high blood pressure. Only 8.8% of people 

with high blood pressure are aware that they have it, even though 34% of Indonesians aged 15 

and over have high blood pressure, which is higher than the global average [2,3]. Hypertension is 

a preventable illness associated with demographic and lifestyle factors [4,5]. Some critical factors 

influencing hypertension are age, gender, body mass index, and cholesterol [6,7]. In this study, 

we analyze the relationship between hypertension status and several influencing factors, namely age, 

gender, body mass index, and cholesterol. In this study we use nonparametric regression for 

modeling the hypertension status influenced by age, gender, body mass index, and cholesterol, 

because the relationship between hypertension status and the influencing factors has no specific 

pattern. The estimation method used is Multivariate Adaptive Regression Spline (MARS), 

because it can obtain good predictive results for handling data that has changed behavior at 

certain sub-intervals, indicating a change in data behavior patterns [8,9]. The MARS method is 

needed to model hypertension status to obtain more accurate results. 

Several previous researches on hypertension cases were performed by many researchers. For 

examples, Kurniawan et al. [3] developed and validated a hypertension risk-prediction model 

using machine learning; Andriani and Chamidah [7] have modeled hypertension risk factors 

using logistic regression, and the result showed that the logit link function is better than the 

gompit link function for modeling hypertension risk factors; Adiwati and Chamidah [10] 

analyzed hypertension risk factors using penalized spline, and found that the nonparametric 
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approach is better than the outcome, so it can be used to model the risk of 

hypertension;Rohkuswara and Syarif [11] analyzed the relationship between obesity and the 

incidence of stage-1 hypertension; Qu et al. [12] analyzed the relationship between BMI (body 

mass index) and hypertension using restricted cubic spline functions, and the result showed that 

there was a non-linear relationship between the continuous change of the BMI and hypertension; 

and Amalia et al. [13] used a penalized spline estimator approach to model the risk of 

hypertension based on parameters related to fat, sugar, and salt consumption, and the result 

showed that for modeling the risk of hypertension based on consumption of salt, sugar, and fat, 

the use of the penalized spline estimator of nonparametric logistic regression is better than that of 

logit link function of parametric logistic regression.  

 Those previous researches mentioned above analyzed risk factors using various methods, 

including spline. Splines are polynomials with different segments combined at vertices to adapt 

effectively to the local characteristics of the function or data [14–28]. However, the spline 

method used in the previous researches could be improved when it is applied to high-dimensional 

data with multi-predictors. So, the MARS can overcome this weakness. The MARS method is 

focused on overcoming the problems of high dimensions, has many variables, as well as a large 

sample size, so the MARS method can be used on high-dimensional data and produces accurate 

response predictions [8,29]. Another advantage of MARS is that it can accommodate interactions 

between predictor variables expressed in basis functions, making it suitable for high-dimensional 

data cases. The MARS is also ideal for calculating data classification accuracy cases that require 

response variables to be categorical [30,31]. This means that MARS method is very suitable for 

the data structure in this study, which is the response variable has a categorical scale.  

Classification in the MARS is based on a logistic regression approach [8]. Logistic regression 

analyses the relationship between categorical response variables and categorical and continuous 

predictor variables [32,33]. By converting the logit to a logit link function form, the logistic 

regression equation is applied to a probability function. It is derived from the shape of the 

estimated probability function of a successful event or specific event occurring [32]. This link 

logit function is the MARS model, or is referred to as the MARS logit model. Researchers such 

as Wibowo and Mehrani [34], Permatasari et al. [35], and Meilisa [36] have studied MARS with 

binary category responses in modeling the classification cases. However, in this study the 

response variable has an ordinal scale so the binary MARS method cannot be used. This study 

aims to model the hypertension status based on several influencing factors and identify the 
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factors that most influence the hypertension status using nonparametric ordinal logistic 

regression (NOLR) model approach based on MARS estimator, and selection of the best model 

is performed based on minimum value of Generalized Cross-Validation (GCV). In order to lower 

the prevalence of hypertension in Indonesia, the findings of this study could be utilized to 

forecast the likelihood that a person with the condition will exhibit the risk factors. 

2. MATERIALS AND METHODS 

This section provides information about the dataset we used for the analysis and some literature 

reviews for modeling the data. 

2.1.  Dataset 

The dataset of hypertension status Age, Gender, BMI, and Cholesterol are presented in Table 1. 

Table 1. Dataset of Hypertension Status, Age, Gender, BMI, and Cholesterol. 

Patient 

Number 

Hypertension 

Status (𝑌) 
 

 
Age (𝑋1)  

Gender 

(𝑋2)  

Body Mass 

Index (𝑋3)   

Total Cholesterol 

(𝑋4) 

1 1 44 1 35.56 170 

2 1 55 1 30.78 170 

3 1 53 2 34.95 190 

      

488 2 60 2 40,35 183 

Table 1 provides information regarding the dataset used in this study. This dataset consists of 

the hypertension status as a response variable, and age, gender, body mass index (BMI), and 

total cholesterol as predictor variables that are thought to influence the hypertension. The 

data were recorded from 488 patients. The hypertension status as response variable (𝑌)  

has an ordinal scale with category 1 as pre-hypertension, category 2 as stage-1 hypertension, 

and category 3 as stage-2 hypertension [37]. The age variable (𝑋1) has an interval scale. 

The gender variable (𝑋2) has a nominal scale with category 1 as male and category 2 as 

female. While the body mass index variable (𝑋3) and total cholesterol (𝑋4) have scale of 

ratio. 

2.2.  Ordinal Logistic Regression 

When the response variable is polychotomous and has an ordinal scale, ordinal logistic 

regression is a regression used to examine the relationship between predictor and response 

variables [38]. The model that can be used for ordinal logistic regression is the cumulative 
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logit model, where the ordinal nature of the Y response is outlined in the cumulative 

probability. Therefore, comparing the cumulative probability that is less than or equal to the 

response variable category on predictor variables written in vector form 𝐗  yields the 

cumulative logit model, and it can be written as 𝑃(𝑌 ≤ 𝑟|𝑋𝑖)  [33]. The cumulative 

probability, 𝑃(𝑌 ≤ 𝑟|𝑋𝑖), is given by the following equation [33]: 
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where ( )1 2, ,...,i i i imx x x x=  is predictor variable of the i-th observation ( )1,2,...,i n=  for 

each p predictor variable, while 1,2,...,r R=  is the response variable category. The logit 

transformation is used to parse the ordinal logistic regression parameters to estimate them. 
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where the value k  for each 1,2,...,k m=  in each ordinal logistic regression model is the 

same. For example, if there are three response categories, i.e., 1,2,3r =  then the cumulative 

probability of r category response is given as follows [33]: 
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Based on Equations (3) and (4), the cumulative probability of each category of response 

variables is obtained, namely, 
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If Equation (2) has three response categories, i.e., 1,2,3r = , then the cumulative logit model 

for each response category can be expressed as follows: 
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In this study we use the link logit function of ordinal logistic regression as the basis for 

classification in MARS. The following discussion focuses on MARS. 

2.3. Multivariate Adaptive Regression Spline (MARS) 

The Multivariate Adaptive Regression Spline (MARS) technique was developed in 1991 by 

Jerome H. and automates the process of creating accurate predictive models for continuous 

and binary response variables. One of the versatile techniques for modeling the 
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high-dimensional regression data is MARS. The number of basis functions is to be 

parameters of the MARS model which is an extension of the basis spline functions [4]. The 

following terminology must be taken into account in MARS [8]: 

a. Knots, which are the points on a regression line that comprise a region of a 

regression function; 

b. Basis Function (BF), which is a group of functions used to characterize the 

relationship between the predictor and the response variable; and 

c. Interaction, is the interaction between variables and the maximum number of 

interactions (MI) 1, 2, and 3. 

Furthermore, the MARS model is formulated as follows [8]: 
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where 0  is main of basis function; m  is coefficient of basis function; M  is maximum 

of basis function (non-constant basis function); mK  is degree of interaction; kms  equals 

to 1 if the data is to the right of the knot point, and equals to -1 if the data is to the left of the 

knot point; 
( ),v k m
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( ),v k m
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The best model is selected based on the minimum value of the following GCV 

(Generalized Cross-Validation): 
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where iy  is response variable; ( )ˆ
M if x  is the estimated value of response variable on M 

basis functions; n  is the number of observations; Km is degree of interaction; 

( ) ( )ˆC M C M dM= +  ; 𝑑 is a value when each basis function reaches the optimization 

that is 𝑑 = 2 (for additive model) and 𝑑 = 3 (for interaction model).        

 If more than one model has minimum value of GCV, the next step is to use the criteria 

for maximum value of the 2R  and the highest classification accuracy value [14]. Formula 

for the 2R  is presented as follows [14]: 
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(10)     𝑅2 = 1 −
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where 𝑛 is the number of observations; 𝑓(𝑥𝑖) is response value at i-th observation; 𝑓(𝑥𝑖) 

is estimated response value at i-th observation; and 𝑓(̅𝑥𝑖) is average value of response at 

i-th observation.  

 Furthermore, by considering equations (7) and (8), the MARS logit model with three 

ordinal categories of response variables can be expressed as follows [33]: 
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If there are three response categories, namely 1,2,3r = , then the cumulative probability of 

the ir  category response can be expressed as follows [32,38]: 
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Equations in (12) yield the cumulative probability for each category of response variables as 

follows: 
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2.4.  Evaluation of Classification Procedures 

Validation is carried out using testing data information to determine whether the strength of 

the logistic regression model can predict data outside the model. Then a comparison is 

made between the model prediction results and their actual grouping, so a classification 

table (confusion matrix) can be made. The elements of the confusion matrix are utilized to 

find three model strengths: accuracy, sensitivity, and specificity. If the three measurements 

are close to 1, then it can be stated that the classification has been done well [39]. The 

confusion matrix is presented in Table 2 [40]. 

Table 2. Confusion matrix 3 3x  

Observation 

Prediction 

Total 

1y  2y  3y  

1y  11n  12n  13n  1n  

2y  21n  22n  23n  2n  

3y  31n  32n  33n  3n  
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Based on the confusion matrix in Table 2, three values of model strength can be obtained: 

accuracy, sensitivity, and specificity. Accuracy is a metric used to measure the extent to 

which a classification system that has been built can classify accurately, both for data that 

has positive and negative labels. The higher the accuracy value obtained, the better the 

classification system makes predictions [41]. The maximum value of accuracy is 100%. The 

formula for calculating accuracy in the case of classification with several classes 

(multi-class) can be found in Equation (10) [40]. 

(6) ( ) 11 22 33

1 2 3 4
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n n n

Accuracy
n n n n

+ +
= 

+ + +
 

Sensitivity describes how well a classification system can identify and classify positive 

data into the positive class. The higher the sensitivity value obtained, the better the 

classification system recognizes objects with favorable conditions [41]. Specificity is the 

degree of reliability of the model to detect negative labeled data correctly. Specificity 

measures the proportion of true negatives that are correctly identified, where true negative 
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for that category. The sensitivity and specificity formulas used for each category are as 

follows [40,42]: 
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For Category 2, we have Sensitivity and Specificity as follows:  
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3. RESULTS AND DISCUSSIONS 

3.1. Characteristics of Data 

In the following, we present the boxplots for age against with the hypertension status 

(Figure 1), for the body mass index against with the hypertension status (Figure 2), and the 

total cholesterol against with the hypertension status (Figure 3).  

 

Figure 1. Boxplots for the age against the hypertension status. 

 

Figure 2. Boxplots the body mass index against the hypertension status. 
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Figure 3. Boxplots for the total cholesterol against the hypertension status. 

 

From Figure 1 to Figure 3, it can be seen that the median line of three boxplots lies outside of the 

box of a comparison box plot, so there is likely to be a difference between the three categories of 

hypertension based on age, body mass index and total cholesterol. Figure 1 shows that the 

interquartile range in category 1 is longer than the other categories, so it can be concluded that 

the age data in Category 1 (pre-hypertension) is more spread out than the age data in Category 2 

(stage-1 hypertension) and 3 (stage-2 hypertension). Figure 2 shows that the interquartile range 

in Category 3 is longer than the other categories, so it can be concluded that the body mass index 

data in Category 3 (stage-2 hypertension) is more spread out than the body mass index data in 

Category 1 (pre-hypertension) and Category 2 (stage-1 hypertension). Figure 2 also shows 

several observations in Category 1 and Category 2 located outside the whiskers of the box plot. 

Figure 3 shows that the interquartile range in Category 2 is longer than the other categories, so it 

can be concluded that the total cholesterol data in Category 2 (stage-1 hypertension) is more 

spread out than the total cholesterol data in Category 1 (pre-hypertension) and category 3 

(stage-2 hypertension). Figure 3 also shows several observations in Category 1 that are located 

outside the whiskers of the box plot. Furthermore, a general description of the predictor variables 

is known through descriptive statistics shown in Table 3, Table 4, and Table 5, respectively. 
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Table 3. Descriptive statistics of age, body mass index, and total cholesterol  

based on hypertension 

Variable 
Hypertension 

Status 

Total 

Count 
Mean Variance Minimum Maximum Range 

Age 

   

   

Pre-hypertension 355 46.29 121.44 18 71 53 

Stage-1 Hypertension 101 49.41 78.85 27 67 40 

Stage-2 Hypertension 32 50.09 70.9 36 67 31 

BMI 

   

   

Pre-hypertension 355 31.44 21.53 18.29 49.12 30.83 

Stage-1 Hypertension 101 33.89 32.04 21.37 51.95 30.58 

Stage-2 Hypertension 32 34.84 66.26 24.61 56 31.39 

Total 

Cholesterol 

   

Pre-hypertension 355 209.79 2147.4 74 370 296 

Stage-1 Hypertension 101 211.14 2242.97 87 419 332 

Stage-2 Hypertension 32 218.59 999.82 158 293 135 

 

Table 3 provides the following information: (a) Patients with pre-hypertension status have 

an average age of 46.29 and a diversity of 121.44, with a range of 53, ranging from a minimum 

of 18 to a high of 71. Patients with stage 1 hypertension status have an average age of 49.41 

and a range of 78.85, with a minimum of 27 and a maximum of 67 or 40. Additionally, patients 

with stage-2 hypertension status had an average age of 50.09 and a diversity of 70.9, with a 

range of 31 from a minimum of 36 to a maximum of 67. Thus, it can be concluded that stage-2 

hypertension status has the highest average of 50.09 years old. (b) Patients with stage-1 

hypertension status have an average body mass index of 31.4,4 and the variation is 21.53 with 

a minimum value of 18.29 and a maximum value of 49.12, so a range value of 30.83. The 

average body mass index for stage-1 hypertension status is 33.89, and the variation is 32.04, 

with a minimum value of 21.37 and a maximum value of 51.95, so a range value of 30.58. 

Meanwhile, the average body mass index for stage-2 hypertension status was 34.84 and the 

diversity is 66.26, with a minimum value of 24.61 and a maximum value of 56, so a range 

value of 31.39. Thus, it can be concluded that stage-2 hypertension status has the highest 

average of 34.84. 

The average total cholesterol of patients with pre-hypertension status is 209.79, and the 

variation is 2147.4, with a minimum value of 74 and a maximum value of 370, so there is a 
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range value of 296. The average total cholesterol of patients with stage-1 hypertension status 

is 211.14, and the variation is 2242.97, with a minimum value of 87 and a maximum value of 

419, so a range value of 332. Furthermore, patients with stage-2 hypertension status have the 

highest average of 218.59. The gender variable has a nominal scale with the category male and 

category female, so descriptive statistics of the gender variable shown by Table 4. 

Table 4. Descriptive Statistics of Gender Variable 

Gender 

Hypertension Status 

Total 
Pre-hypertension 

Stage 1 

Hypertension 

Stage 2 

Hypertension 

Male 163 54 23 240 

Female 192 47 9 248 

Total 355 101 32 488 

Based on Table 4, it was noted that from the total sample, the number of male samples was 

240 (49%) and the number of female samples was 249 (51%). The number of female samples 

was greater than that of male samples although the difference was small. Furthermore, the 

percentage of patients included in pre-hypertension status came from 67.91% male and 77.10% 

female. The percentage of patients included in stage-1 hypertension status came from 22.5% 

male and 18.88% female, while the percentage of patients included in stage-2 hypertension 

status came from 9.58% male and 4.01% female. 

3.2. Estimation Result of Nonparametric Ordinal Logistic Regression based on MARS 

Model on Real Data 

The next step is randomly dividing the 488 data into 2 groups, namely training data and testing 

data. The comparison of training and testing data is selected based on the minimum GCV 

value so that the training data taken is 90% or 439 observations, in comparison, the testing 

data is 10% or 49 observations. The lowest GCV value is used to determine the optimal model. 

The basis function (BF), maximum interaction (MI), and minimum observation (MO) are the 

three factors that must be taken into account when creating the MARS model. Each region 

defines a function known as the basis function (BF). Two to four times the number of predictor 

variables is the often employed basis function (BF). In this study, the number of predictor 

variables that are suspected of influencing hypertension status is four variables, hence, the 

number of basis functions (BF) that will be combined in forming variables is 8, 12, and 16. 
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The amount of interactions that can take place in the model is known as the maximum 

interaction (MI). In this investigation, maximum interactions (MI) of 1, 2, and 3 were 

employed. According to Friedman [8], if the maximum interaction (MI) is more than 3, the 

GCV value will increase and the resulting model will be more complex. If the maximum 

interaction (MI) used is 1, the model has no interaction between variables. If the maximum 

interaction (MI) used is 2, there can be interaction between variables in the model of up to 2. 

Likewise, if the maximum interaction (MI) used is 3, it means that there can be interaction 

between variables in the model of up to 3 variables. Minimum observation (MO) is the 

number of observations between the minimum knots. The minimum observation (MO) used in 

this study are 0, 1, 2 and 3, because above that value the GVC increases. Based on the R-code 

output, we obtained combination between the number of basis functions (BF), maximum 

interaction (MI), and minimum observation (MO), the results obtained are shown in Table 5. 

Table 5. Parameter estimation results for parametric and nonparametric regression model 

Model 

Number 
BF MI MO GCV Rsq 

[1,] 8 1 0 0.0365587 0.4491944 

[2,] 8 1 1 0.0358759 0.4594804 

[3,] 8 1 2 0.0359755 0.4579803 

[4,] 8 1 3 0.0361921 0.4547178 

[5,] 8 2 0 0.0369330 0.4517588 

[6,] 8 2 1 0.0371872 0.4479853 

[7,] 8 2 2 0.0367667 0.4484003 

[8,] 8 2 3 0.0368437 0.4530848 

[9,] 8 3 0 0.0369330 0.4517588 

[10,] 8 3 1 0.0361882 0.4628143 

[11,] 8 3 2 0.0367667 0.4484003 

[12,] 8 3 3 0.0370153 0.4505366 

[13,] 12 1 0 0.0363052 0.4668021 

[14,] 12 1 1 0.0356877 0.4758713 

[15,] 12 1 2 0.0358075 0.4741117 

[16,] 12 1 3 0.0359411 0.4766610 

[17,] 12 2 0 0.0367865 0.4712409 

[18,] 12 2 1 0.0364828 0.4699159 

[19,] 12 2 2 0.0367667 0.4484003 

[20,] 12 2 3 0.0366219 0.4678935 

[21,] 12 3 0 0.0367865 0.4712409 
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Model 

Number 
BF MI MO GCV Rsq 

[22,] 12 3 1 0.0364835 0.4825117 

[23,] 12 3 2 0.0367667 0.4484003 

[24,] 12 3 3 0.0368247 0.4764041 

[25,] 16 1 0 0.0362152 0.4668021 

[26,] 16 1 1 0.0356977 0.4758713 

[27,] 16 1 2 0.0357275 0.4741117 

[28,] 16 1 3 0.0359722 0.4766610 

[29,] 16 2 0 0.0376865 0.4712409 

[30,] 16 2 1 0.0373928 0.4699159 

[31,] 16 2 2 0.0371567 0.4484003 

[32,] 16 2 3 0.0369419 0.4678935 

[33,] 16 3 0 0.0365865 0.4712409 

[34,]* 16 3 1 0.0353874 0.4913508 

[35,] 16 3 2 0.0367667 0.4484003 

[36,] 16 3 3 0.0367647 0.4829298 

Based on Table 5, from all the models obtained from the combination of BF, MI, and MO, 

based on the minimum GCV value, the best MARS model was selected and considered the 

most appropriate of the existing models. The combination of BF, MI, and MO that shows the 

best MARS model in model number 34 has BF = 16, MI = 3, and MO = 1 with GCV values of 

0.0353874 and 2R value of 49.13508%. Then, it was three predictor variables that were 

significant and affected hypertension status. It was 
1X  (age), 

3X  (body mass index), and 

4X  (total cholesterol) using training data 90% and testing data 10%. The best MARS model 

of hypertension status that has been obtained as follows: 

(7) 
( ) 1 2 3 4 5

7 8 9 10 12
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In interpreting the MARS model above, we will use the interpretation of three basis functions 

as an example. Interpretation for three basis functions of the best MARS model. from 

Equation (17) as follows, 

(8) ( )2 1  50BF h X= −  

Coefficient 
2BF  will be statistically significant if the patient is over 50 years old. Each 

2BF  

increase of one unit with the patient's age is more than 50, increases the risk of hypertension 

( )exp 0.02687 1.02723= , while other basis functions included in the model are considered 

constant. Age is a factor that influences the occurrence of hypertension [43,44]. Increased 

arterial stiffness and endothelial dysfunction are linked to aging in hypertension, particularly 

systolic hypertension in the elderly. Age is linked to hypertension because of normal bodily 

changes that alter the vascular system, including the heart, blood vessels, and hormones. 

These changes raise blood pressure, which in turn causes hypertension [45,46]. 

(9) 
( )

( )6

65 1

4

42

226

;B BF h X

BF h X

F= −

= −
 

Coefficient 
5BF  will be statistically significant if patient age is over 42 years old with total 

cholesterol more than 226 mg/dL. Each 
5BF  increase of one unit with the patient's age is 

more than 42 years old and total cholesterol more than 226 mg/dL, increases the risk of 

hypertension is exp(0.003354) = 1.00336 at the same time other basis functions included 

in the model are considered constant. Cholesterol is a complex problem in the human body. 

Even young toddlers might be impacted by unhealthy cholesterol levels. However, those 

between the ages of 40 and 59 are frequently diagnosed with excessive cholesterol [47]. 

Narrowing and stiffening of the walls of blood vessels due to the accumulation of cholesterol 

in the vessels can cause blood pressure to increase[45]. Numerous supporting research support 

the idea that elevated blood cholesterol levels are common in people with hypertension [48].  

(10) 

( )

( )

( )

12 1

11

1

3

6 4

1 653

37.24

226

*BF h X

BF h X

BF

BF F

X

B

h

= −

= −
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Coefficient 
12BF  will be statistically significant if the patient is over 53 with a body mass 
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index of more than 37.24 and total cholesterol of more than 226 mg/dL. Each 
12BF  increase 

of one unit with the patient's age is more than 53 years old with body mass index more than 

37.24 and total cholesterol more than 226 mg/dL, an increase in the risk of hypertension is 

exp(0.008014) = 1.00805 while other basis functions included in the model are considered 

constant. Other studies also concluded that high body mass index (BMI) was significantly 

associated with hypertension [12]. The relationship between excess adiposity and increased 

blood pressure is well-established [49]. 

Based on Equation (11) dan (21), the logit link function is written as follows: 

(11)  ( )
1 2 3 4

51 7 8 9

10 12

3.095

ˆ 3
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Based on estimated models in Equations (25) and (26), we obtain the estimated probability 

models as follows: 

Probability of Pre-hypertension Status is given by: 

(13) 
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Probability of Stage-1 hypertension Status is given by: 
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(14) 
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Probability of Stage-2 hypertension Status is given by: 

(15) 
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Regarding model interpretation, we only offer one example of discussion in this study 

utilizing one of the test results, which is a patient who is 57 years old, has a body mass index of 

38.95, and total cholesterol of 238 mg/dL. In the meantime, other testing data undergoes the 

same computation procedure. Additionally, we derive the estimated probability models' 

values as follows: 

(16) 
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(17) 
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(18) 
( ) ( ) ( )3 1 2
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We can explain that in comparison to other levels of hypertension, a patient aged 57 with a 

body mass index of 38.95 and total cholesterol of 238 mg/dL has the highest chance of risk, 

i.e., stage-2 hypertension, based on the values of the estimated probability models shown in 

Equations (29) to (31). The patient was assigned a score of three and was diagnosed with 

stage-2 hypertension based on the training data's highest likelihood value. An identical 

mathematical procedure can be used to estimate the results of various training data. 

3.3. Evaluation of Classification Procedures 

The next step is to calculate the classification value between the actual observation value and 

the predicted value obtained from the model that has been formed. Classification accuracy 

describes how well a system or method classifies data. A confusion matrix, composed of 

actual observations and predicted results, can be used to measure classification accuracy in 

ordinal logistic regression. 

Table 6. Confusion matrix for training data 

Observation 

Prediction 

Total Pre-hypertension Stage 1 

Hypertension 

Stage 2 

Hypertension 

Pre-hypertension 148 52 3 202 

Stage-1 

Hypertension 

25 111 12 148 

Stage-2 

Hypertension 

4 39 45 88 

The results of the confusion matrix value show that 148 pre-hypertension patients were 

correctly classified, while 111 stage-1 hypertension patients were correctly classified and 45 

stage-2 hypertension patients were correctly classified. This can be interpreted that the model 

formed can classify pre-hypertension patients correctly by 33.71%. In comparison, stage-1 

hypertension patients can be correctly classified by 25.28% and stage 2 hypertension patients 
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can be correctly classified by 10.25% of the total observations for each hypertension status. 

If viewed as a whole, the prediction results that the model correctly classifies, then the 

accuracy value obtained is 69.25%. The accuracy value is not good enough to assess the 

classification performance in this study, so other measurements are needed, namely the 

sensitivity value, which is the percentage of correct positive prediction results from the total 

prediction results that are correctly classified and specificity is the percentage of classification 

performance to show the correct negative prediction results from the total negative prediction 

results in each category as follows: 

Table 7. Sensitivity and specificity 

Status Sensitivity Sensitivity 

Pre-hypertension 73.27% 87.71% 

Stage-1 Hypertension 75.0% 68.73% 

Stage-2 Hypertension 51.14% 95.73% 

Table 7 shows that the sensitivity or percentage of correct prediction results in 

pre-hypertension patients from the total prediction results that were correctly classified was 

73.27%. In comparison the percentage for stage-1 hypertension was 75.0% and the percentage 

of correct prediction results in stage-2 hypertension patients, based on the total prediction 

results that were correctly classified, was 51.14%. The specificity value for patients classified 

into pre-hypertension was 87.71%. At the same time, stage-1 hypertension had a specificity 

value of 68.73%, then and the specificity value for patients classified into stage-2 hypertension 

was 95.73%. Based on the calculation of the classification accuracy from the accuracy, 

sensitivity, and specificity values, it was found that the model formed was not good enough to 

classify hypertension patients. 

Next, the classification accuracy for the entire testing data is presented in Table 8. 

Table 8. Confusion matrix for testing data 

Observation 

Prediction 

Total Pre-hypertension Stage 1 

Hypertension 

Stage 2 

Hypertension 

Pre-hypertension 13 5 1 19 

Stage-1 

Hypertension 

3 15 3 21 

Stage-2 

Hypertension 

1 4 9 14 
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Based on Table 8, we can determine the accuracy values for testing data as follows, 

(19) ( )
13 15 9

% 100% 68.52%
19 21 14

Accuracy x
+ +

= =
+ +

 

For testing data, the model estimation accuracy value is 68.52%. This demonstrates the validity 

of the ordinal logistic nonparametric regression model that was estimated using the acquired 

MARS estimator to ascertain the risk of hypertension in test data. The estimated model can 

explain 68.52% of the incidence of hypertension in the test data. This will suggest that the 

MARS estimator-estimated ordinal logistic nonparametric regression model is likewise 

appropriate for forecasting the risk of hypertension. 

4. CONCLUSIONS 

In this study, two conclusions were obtained. The first conclusion is that the best MARS model 

of hypertension status has BF = 16, MI = 3 and MO = 1 with GCV values of 0.0353874, and 2R   

value of 49.13508%. Then, it was three predictor variables that significant and affected 

hypertension status. It was age, body mass index and total cholesterol. Analysis results using the 

nonparametric ordinal logistic model based on the MARS estimator show that all patients who 

were predicted to suffer from stage-2 hypertension by the nonparametric ordinal logistic 

regression model based on the MARS estimator were also sufferers of stage-2 hypertension 

based on the doctor’s diagnosis with an accuracy value of 69.25%, a sensitivity value of 73.27% 

for pre-hypertension, 75.0% for stage-1 hypertension and 51.14% for stage-2 hypertension. A 

specificity value of 87.71% for pre-hypertension, 68.73% for stage-1 hypertension and 95.73% 

for stage-2 hypertension. Predictions using the nonparametric ordinal logistic model based on the 

MARS estimator provide relatively the same results as a doctor's diagnosis. These findings 

suggest that the MARS estimator-based nonparametric ordinal logistic model is a reliable 

method for estimating the risk of hypertension. Thus, the findings of this study can serve as the 

foundation for early warning systems in the future to inform people who are elderly and have 

high body mass index and high cholesterol about their risk of developing hypertension. 
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