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Abstract: The health sector represents the third goal of Indonesia's Sustainable Development Goals (SDGs), which 

is focused on ensuring healthy lives and promoting well-being for individuals of all ages. Stroke is one of the 

leading causes of mortality globally and is classified as a non-communicable disease (NCD). Early detection and 

accurate risk prediction are essential to prevent stroke occurrences and reduce related mortality rates. This study 

evaluates the impact of the Minority Oversampling Technique (SMOTE) on Multivariate Adaptive Regression 

Splines (MARS) models in predicting stroke risk, particularly in addressing imbalanced datasets. The data used in 

this study was collected from Universitas Airlangga Hospital (RSUA) between June and August 2023. To assess the 

effectiveness of SMOTE, we compare the performance of MARS models with and without oversampling. The 

results show SMOTE- MARS achieves higher accuracy compared to MARS model (93.50% vs. 89.00%), sensitivity 

(97.70% vs. 94.50%), specificity (80.70% vs. 73.97%), and AUC (89.20% vs. 84.23%), These results underscore the 

importance of addressing class imbalance in stroke prediction datasets to achieve more accurate and reliable 

outcomes. Incorporating SMOTE into MARS models proves to be a highly effective approach for enhancing 

predictive performance, offering a valuable tool for early stroke risk detection and prevention strategies. 
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1. INTRODUCTION 

Health issue is one of the points of Indonesia's Sustainable Development Goals (SDGs) 

which are contained in goal number three, That goal is to ensuring a healthy life and promoting 

prosperity for all people at all ages. One of the points of concern to the SDGs in this sector is 

death from Non-communicable Diseases (NCD). World Health Organization (WHO) states that 

NCD including stroke cause 74% of all deaths worldwide. Stroke is a major source of disability 

and a major contributor to lost disability-adjusted life years, especially in low-income and 

middle-income countries [1]. Based on the World Stroke Organization report, there are more 

than 12.2 million new strokes every year. Globally, one in four people over the age of 25 will 

have a stroke in their lifetime [2]. WHO defines stroke as a symptom of a functional deficit of 

the nervous system caused by cerebrovascular disease. The cause of stroke is due to changes in 

the nervous system caused by impaired blood circulation to parts of the brain that appear 

suddenly within seconds or symptoms and signs appear quickly within hours. The prevalence of 

stroke according to data from the World Stroke Organization shows that every year there are 

13.7 million new cases of stroke, and around 5.5 million deaths occur due to stroke [1]. WHO 

states that every year, there are more than 13.7 people worldwide have a stroke. Based on WHO, 

in 2018 there were 252,473 people, or 14.83 percent of the total national death rate in Indonesia 

caused by stroke. Based on this fact, it is necessary to seriously prevent this disease. One of the 

preventions can be done with statistical and machine learning method for early detection to 

prevent and reduce death from stroke in accordance with the SDGs target in the health sector.  

Statistical modeling is one approach for early detection of stroke and for analyzing the 

factors influencing stroke occurrence. In general, statistical modeling is a simplified concept 

derived from theory, commonly used in science and technology disciplines to study the 

relationships between real-life phenomena. One statistical modeling method with a categorical 

response variable is binary logistic regression. Research using logistic regression to model stroke 

risk has been widely conducted. There are many previous researches about modelling the risk of 

stroke using statistical model aproach. A research on modelling risk of stroke using logistic 

regression has been done by [3] and [4].  modeled stroke risk using logistic regression with 

5,411 data points and analyzed 22 factors, nine of which were found to be significant: 
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hypertension, diabetes mellitus, atrial fibrillation, congestive heart failure, previous stroke, 

previous transient ischemic attack, hyperlipidemia, smoking habits, and snoring. This study 

achieved a classification accuracy of 94.1%.  

However, binary logistic regression has limitations, particularly its inability to account for 

interactions between predictor variables, a factor often observed in real-world data. To address 

this issue, Multivariate Adaptive Regression Splines (MARS) offers an effective alternative. 

MARS is a nonparametric regression method capable of capturing complex interactions among 

independent variables, handling high-dimensional data, and accommodating intricate data 

structures [5]. Another research on modeling the risk of stroke using MARS has been done by [6] 

where the response variables were ischemic and hemoragic stroke. 

There are also several previous studies that compare two methods namely logistic regression 

and MARS such as conducted by [7] and [8]. According to those several previous studies, 

MARS gives better performance than Logistic Regression in terms of accuracy. MARS as one of 

nonparametric regression approaches is able to provide greater flexibility because the form of the 

estimation of the regression function will adjust to the pattern of the data without being 

influenced by the subjectivity of the researcher. The research [9] comparing MARS with binary 

logistic regression (BLR) demonstrated that MARS outperformed BLR in stroke risk estimation. 

The MARS model achieved an accuracy of 93.5% on both training and testing datasets, whereas 

the BLR model produced accuracies of 91.3% for training data and 89% for testing data. This 

highlights the superior performance of MARS in capturing stroke risk more effectively. 

The issue of imbalanced data is a critical challenge in predictive modeling, particularly when 

the proportion of one class far outweighs the other. The research [10] highlighted a disparity in 

child labour studies, where 96% of observations belonged to the non-child labor class, while only 

4% represented child labour. This severe imbalance affected the analysis, resulting in a 

sensitivity of only 31.5% for identifying child labour cases. Such disparities exemplify the 

phenomenon of imbalanced data in data mining, where minority classes are often 

underrepresented, leading to biased model performance. To address this, future research has 

emphasized the need for pre-analysis techniques to handle imbalanced data effectively. One 

promising approach is the Synthetic Minority Oversampling Technique (SMOTE), which 

generates synthetic data for the minority class to achieve class balance. By augmenting the data, 

SMOTE improves the representation of minority classes and enhances the robustness of 

predictive analysis. 
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In this study, we aim to model stroke risk using the Multivariate Adaptive Regression 

Splines (MARS) technique in combination with the Synthetic Minority Oversampling Technique 

(SMOTE) to address the class imbalance in stroke data. This approach will be evaluated based 

on the number of significant variables, accuracy, sensitivity, and specificity. The results of this 

study will help predict an individual’s stroke risk, supporting early detection efforts and 

contributing to stroke prevention, particularly in Indonesia. 

 

2. MULTIVARIATE ADAPTIVE REGRESSION SPLINES 

MARS is a type of nonparametric regression analysis aimed primarily at predicting a 

response variable influenced by one or several predictor variables, without assuming any 

underlying functional relationship between the response and predictor variables. One advantage 

of the MARS method, compared to others, is that it can examine all possible levels of interaction 

between independent variables. Therefore, the MARS model can handle high-dimensional 

datasets and complex structures observed in data points. MARS can estimate models with 

continuous or binary response variables [5]. 

Parameters in MARS must be carefully tuned to avoid over fitting. The degree parameter 

represents the maximum degree of interaction, while the nprune parameter represents the 

maximum number of terms allowed in the model. Lower degree interactions help interpret the 

final model, while higher degree interactions may occasionally lead to prediction inconsistencies. 

Three possible degree values are 3, 2, and 1. The guideline for nprune is that it should be ≥ 2 

and less than "nk", where "nk" is the "maximum number of model terms before pruning, 

calculated using the formula [11]: 

( )( (  200,  20,  2 ))  1nk min max ncol x=  +  

The MARS model for a binary response variable can be expressed in the following equation: 
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The parameter is estimated using the maximum likelihood method. The response variable, which 

has two categories, has a cutoff point of 0.5. The prediction rule is as follows: if ( )x  0,5 the 

predicted outcome is and if ( )x < 0,5 the predicted outcome is 0. 

 

3. THE SYNTHETIC MINORITY OVERSAMPLING TECHNIQUE   

An imbalanced dataset refers to a condition in a classification task where the proportion of 

labels is significantly skewed. The label with the larger proportion is called the majority class, 

while the other is referred to as the minority class [12]. SMOTE is an approach where the 

minority class is oversampled by creating synthetic data. Several studies have mentioned that 

SMOTE can improve the accuracy of classifiers for the minority class [13]. The SMOTE 

approach works by replicating minority class data, known as synthetic data. The method works 

by finding the k-nearest neighbors for each data point in the minority class, then generating 

synthetic data according to the desired percentage of oversampling, where the k-nearest 

neighbors are chosen randomly [14]. SMOTE creates synthetic data based on the distance 

between a minority data point and its nearest minority neighbor, so the new synthetic data is 

located between the two minority points. The nearest neighbors are selected based on the 

Euclidean distance between the data points. The Euclidean distance between two vectors is the 

square root of the sum of the squared differences between each element of the vectors. The 

formula to generate synthetic data using SMOTE is as follows [14]: 

new ( )i iD D D D = + −    

Let 
newD  be synthetic data. 

iD  be the minority data to be replicated, D  be the 

data closest to 
iD and δ be a random number between 0 and 1. 
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4. MAIN RESULTS 

4.1 DESCRIPTIVE STATISTICS 

Descriptive statistics summarize and present a dataset effectively. For categorical data, 

descriptive statistics typically include frequency and percentage [15]. The tables below describe 

each predictor variable in relation to the response variable using cross-tabulations. 

Cross-tabulation is a procedure to present the frequency distribution of two or more categorical 

variables simultaneously.  

Table 1 Cross tabulation of Stroke Risk Factor 

  

Stroke Total 

Non Stroke Stroke   

n % n %   

Obesity No 67 81.70% 15 18.30% 82 

  Yes 58 85.30% 10 14.70% 68 

Hipertension No 47 78.60% 4 21.40% 51 

  Yes 78 75.20% 21 24.80% 99 

DM No 98 90.74% 10 9.26% 108 

  Yes 27 64.29% 15 35.71% 42 

Smoking Status No 101 84.90% 18 15.10% 119 

  Yes 24 77.40% 7 22.60% 31 

Total   125 83.33% 25 16.67% 150 

The Table 1, provides an overview of the distribution of stroke occurrences based on several 

risk factors, including obesity, hypertension, diabetes mellitus (DM), and smoking status. Among 

individuals without obesity, 18.3% experienced a stroke, while 14.7% of those with obesity had a 

stroke, indicating a slightly lower stroke occurrence among those classified as obese. Regarding 

hypertension, individuals with hypertension showed a higher proportion of stroke occurrences 

(24.8%) compared to those without hypertension (21.4%). Diabetes mellitus showed a more 

pronounced association with stroke. Among individuals with DM, 35.71% experienced a stroke, 

significantly higher than the 9.26% observed in individuals without DM, emphasizing diabetes as 

a critical risk factor. Smoking status also appears to influence stroke occurrence, as 22.6% of 

smokers experienced a stroke compared to 15.1% of non-smokers. Factors such as hypertension, 

diabetes mellitus, and smoking status appear to have a stronger association with stroke, 
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highlighting the importance of addressing these risk factors in stroke prevention efforts. 

Overall, the total prevalence of stroke in the dataset is 16.67%. According [9] , datasets with 

a minority class proportion of less than 20% fall into the moderate imbalance category. Given the 

17% minority class proportion, this dataset is classified as moderately imbalanced. Addressing 

this imbalance is crucial to prevent misclassification in subsequent modeling steps. To handle 

this issue, the Synthetic Minority Oversampling Technique (SMOTE) is employed to generate 

synthetic data for the minority class.  

4.2 COMPARISON BETWEEN SMOTE MARS AND MARS MODELS 

The comparison of the accuracy, sensitivity, and specificity values for training and testing 

data between SMOTE MARS and MARS models can be seen in Table 2. 

Table 2. Comparison of Performance of the SMOTE MARS and MARS Models 

Performance Criteria MARS SMOTE MARS 

Accuracy 89.00% 93.50% 

Sensitivity 94.50% 97.70% 

Specificity 73.97% 80.70% 

AUC 84.23% 89.20% 

Based on Table 2, SMOTE MARS demonstrates superior performance compared to the 

standard MARS model in all criteria, both for training and testing datasets. SMOTE MARS 

achieves higher accuracy, sensitivity, and specificity, which highlights its effectiveness in 

handling imbalanced datasets. Furthermore, the application of SMOTE enhances the ability of 

the MARS model to detect minority classes (strokes) while maintaining robust predictive 

performance for the majority class. This improvement is particularly evident in the increased 

specificity values, indicating better classification of negative stroke cases without compromising 

the sensitivity. In addition, SMOTE MARS retains the advantages of the MARS model, 

including its capacity to explore interactions between predictor variables. The improved 

performance of SMOTE MARS confirms that addressing class imbalance is a crucial step in 

enhancing the predictive accuracy of stroke risk models. 

4.3 THE MODELING OF STROKE RISK USING SMOTE-MARS MODEL 

All analyses in this study were conducted using R software. Stroke risk modeling using 

MARS began with parameter tuning. The MARS model adjustment involved selecting 

appropriate values for parameters such as degree and nprune. The results showed that the 
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combination yielding the minimum RMSE was degree 2 and nprune 8. The next step identified 

the best SMOTE-MARS model  
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   A significant interaction was found between Hypertension and Diabetes Mellitus (DM), 

with a coefficient value of 2.446. This means that the interaction between the hypertension and 

diabetes variables contributes a relatively large positive coefficient. It indicates that the 

simultaneous presence of hypertension and diabetes significantly increases the log-odds of stroke. 

In other words, the combined effect of hypertension and diabetes is greater than the individual 

effects of each condition separately. The SMOTE-MARS model provides a more flexible 

approach to capturing nonlinear patterns and interactions among predictor variables in explaining 

stroke risk variability. The interpretation of coefficients helps in understanding the relative 

contributions of each variable and their interactions to the prediction of stroke risk. Based on the 

MARS output, the most important variables in the model, in order, are Hypertension, DM, and 

Obesity, while smoking status is considered insignificant. 

 

CONCLUSION 

In In conclusion, addressing the data imbalance is essential to avoid misclassification in the 

next modeling steps. SMOTE MARS demonstrates superior performance compared to the 

standard MARS model. SMOTE MARS achieves higher accuracy (93.50% vs. 89.00%), 

sensitivity (97.70% vs. 94.50%), specificity (80.70% vs. 73.97%), and AUC (89.20% vs. 

84.23%), which highlights its effectiveness in handling imbalanced datasets. Furthermore, the 

application of SMOTE enhances the ability of the MARS model to detect minority classes 

(strokes) while maintaining robust predictive performance for the majority class. This 

improvement is particularly evident in the increased specificity values, indicating better 

classification of negative stroke cases without compromising the sensitivity. 

In addition, SMOTE MARS retains the advantages of the MARS model, including its 

capacity to explore interactions between predictor variables. The improved performance of 

SMOTE MARS confirms that addressing class imbalance is a crucial step in enhancing the 
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predictive accuracy of stroke risk models. 
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