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Abstract. In spite of on-going advances and utilization of Deep Neural Networks (DNN) and Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) techniques to enhance outlier detection in multivariate
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niques for complex data representation. The paper therefore combines the two techniques to obtain the hybrid
DNN-DBSCAN technique. It is demonstrated in simulated data that the resulting technique achieves improved
precision and recall of outlier detection based on a number of performance metrics. In particular, the new pro-
cedure adequately captures the complexity involved with the underlying high-dimensionality of MTS data which
poses problems for outlier detection to traditional methods.
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1. INTRODUCTION

Outlier detection in MTS data has garnered considerable interest owing to the critical need
for precise outlier detection in many applications, including banking, healthcare, and industrial
monitoring [1]. Outliers, characterized as data points that markedly diverge from expected
trends, may result from measurement inaccuracies, emerging patterns, or infrequent occur-
rences. Their detection in MTS is notably difficult because of interdependency across vari-
ables and temporal points. Inaccurate detection of outliers may result in significant adverse
effects [2]. This gap has prompted the development of techniques to improve outlier detection.
Current methods for detecting outliers in time series are mostly categorized into statistical, ma-
chine learning, and deep learning. Statistical techniques including principal component anal-
ysis, autoregressive, and moving average models, although proficient in univariate scenarios,
often exhibit diminished performance with high-dimensional data due to inadequacy in cap-
turing non-linear patterns and temporal dependency characteristics of MTS data [3]. Machine
learning techniques such as k-means and support vector machines have been used to mitigate
some of these constraints. Nonetheless, they encounter issues related to scalability and accuracy
[3].

Recently, deep learning models, those using Recurrent Neural Networks and Convolu-
tional Neural Networks have been investigated to describe temporal relationships and high-
dimensional data structures [4]. Although these models exhibit proficiency in capturing com-
plex patterns, they often encounter challenges with model interpretability, scalability, and ten-
dency to overfit, which may restrict their effectiveness in practical applications [S]. The DB-
SCAN technique, a prevalent clustering method, has shown efficacy in detecting outliers based
on density rather than relying only on Euclidean distance, making it advantageous for data ex-
hibiting variable shapes and heterogeneous densities [6]. However, the direct implementation
of the DBSCAN technique to MTS data often proves inadequate since the high-dimensional
characteristics of these data hinder precise distance-based clustering. Although this technique
effectively detects noise (outliers), it is insufficient in dealing with complex temporal connec-
tions and feature interactions independently. So, existing outlier detection techniques may either

overlook outliers or mistakenly classify normal patterns as outliers in MTS data.
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The integration of DNN modeling and DBSCAN technique could offer a viable solution
to the constraints inherent in each technique when used alone in detection of outliers. The
DNN modeling component provides a feature extraction method that can detect complex, non-
linear correlations among variables, converting high-dimensional data into a more manageable
lower-dimensional feature space for the DBSCAN technique processing [7, 8, 9]. After data
transformation through complex features extraction, DBSCAN technique detects density-based
outliers, facilitating robust detection of outliers that are less sensitive to high-dimensional noise
[10]. This hybrid technique utilizes the advantages of DNN modeling for feature extraction
and the effectiveness of the outlier detection abilities of the DBSCAN technique to provide a
solution that is both scalable and interpretable. The application of the hybrid DNN-DBSCAN
technique is important in fields characterized by high-dimensional, interrelated time series data,
where precise detection of outliers is essential for informed decision-making. Therefore, this
paper presents a novel strategy that integrates the ability of DNN modeling to describe complex
data structures with robustness of traditional DBSCAN technique to enhance outlier detection

in MTS. The paper is guided by the following objectives. To:

(a) Develop a hybrid DNN-DBSCAN technique to detect outliers in MTS data.
(b) Evaluate and compare the performance of the hybrid DNN-DBSCAN technique devel-

oped with existing outlier detection techniques.

The rest of the paper is organized as follows: Section 2 presents the procedures for incor-
porating the DNN and DBSCAN techniques to detect outliers and its performance measures.

Also, Section 3 presents the main results while Section 4 presents the conclusion of the paper.

2. METHODS

Detecting outliers by combining DNN modeling with DBSCAN technique entails extract-
ing features of the MTS data using the DNN modeling technique and clustering the feature
extracted data using DBSCAN technique as outliers or non-outliers. Starting with DNN tech-
nique, followed by DBSCAN technique, this section provides integration of the two to obtain
the hybrid DNN-DBSCAN technique.
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2.1. DNN Modeling Technique

Assuming Y; represents an MTS data given by

yir y2r ..o Ypl
Yizo Y22 ... Yp2
ey Y =
yir yar --- YpT
where each y;; is an observation for the ith variable at time t, = 1,2,3,...,7T , and p is number

of variables. Normalizing Equation (1) gives

2)

X, = (Y —1ruy)Sy !

where X; is normalized MTS data, Y; is initial MTS data, ty is mean vector, Sy is diagonalized

vector, oy of standard deviations, and finally, 17 is a vector of ones. The DNN model is com-

posed of multiple layers, where each layer performs a transformation on the input. The output

of the previous layer is the input for the next, as exemplified in Figure 1. The DNN model has:
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FIGURE 1. DNN Model Architecture

input, hidden, and output layers. In the last layer, the output is compared to the true value and

error criterion is applied to compute the loss. The Huber loss is applied. The trained DNN

model is defined by its parameters: weight matrices, W; ;| and bias vectors, b;, with j from 1

to the number of desired hidden layers. The parameters are adjusted iteratively to minimize the

loss, with the application of the Deterministic Finite Gradient Search. Given a MTS data, each

hidden layer applies a non-linear transformation function g to the output of the previous layer.
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The transformation takes into accounts the parameters, linking a layer to its previous layer, and

providing the activation values of neurons with

3) hi() = g (W jo1hj1 (x9) + ;)

wherej =2, ..., T-1 and

@) h (x7) = g(Wy 0x) + by)

Hence, the DNN model architecture is of the form

(5) Z=gWu(gWuo1 (---gWiXi+b1)-- ) +bn1) +bn))

where Z is feature representation of the input. The ReL.U activation function is applied because
it remains the default choice in many applications. The ReLLU is used due to its simplicity and
computational efficiency, alleviation of vanishing gradient problem, sparsity in neural networks,
better performance practically, biological inspiration and its variants and flexibility [11]. The

ReLU is
(6) ReLU(z) = max(0,z)

This activation function introduces non-linearity, which allows the network to learn complex
patterns. The Huber loss is applied for robust outlier detection, combining the advantages of

the squared error for small errors and absolute error for large errors, defined as

2, for |r| < &
(N Ls(r) =
8(|r|—18), otherwise

where, r = Z — 7 is residuals and & is a threshold parameter that determines the switch between
quadratic and linear behaviours. The threshold parameter helps in mitigating the impact of out-
liers, treating them with less sensitivity compared to the traditional squared losses. Particularly,

the auto-encoder technique is applied as presented in Section 2.1.1.
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2.1.1. AE Technique

The Auto-Encoder (AE) compresses and reconstructs non-linear feature representations of data,
reducing noise while preserving informative structures relevant to outlier detection [12]. Given

Equation (2), the encoder maps it to a latent vector Z defined as
®) Z = fene(H) = g(W.H +b,)
and the decoder reconstructs the input as

) H = fiec(Z) = g(W4Z+Dby)

Unlike traditional AEs that use mean squared error, the Huber loss is adopted to enhance ro-
bustness against outliers or noisy observations, formulated as

1 % . A

5| H; —H;l|3, if |[H; —Hi|, <6,

(10) Huber l ivl
N & o
S(|H;—H,|[; — 5), otherwise.

where 0 controls the transition between the quadratic and linear regimes of the loss. The per-
window reconstruction error, serving as the outlier score, is defined as

L, — A3, if |H; — Hy|1 <6,
(11) &=

S(IH; — M), — 2), otherwise

Finally, Z are clustered using the DBSCAN algorithm for outlier detection as presented in

Section 2.2

2.2. DBSCAN Technique

The results of Equation (8) are clustered to detect outliers using DBSCAN [6]. The DBSCAN
detects its neighbourhood Ng(Z;) within a radius € and further determines if it is a core point,
border point or an outlier. The DBSCAN application procedure is carried out by first determin-
ing two parameters, € and MinPts. The € is maximum distance between two points to consider
them as neighbours, whereas MinPts is minimum number of points required to form a cluster,

for a point to be a core, border point, or an outlier. The desired € is determined using k-distance
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graph. This is an effective technique used in estimating the ideal € for clustering. Thus, the
k-graph enhances the efficacy of the DBSCAN, facilitating accurate parameter selection and
superior clustering quality [13]. Finally, it helps in obtaining the best parameters to detect suf-
ficient number of outliers. In the graph, mostly, the best € for fine-tuning to obtain desired
results is selecting a value around the elbow point. Furthermore, MinPts is determined based

on dimensionality of the data, defined as
(12) MinPts > 2(p+1)

After determining € and MinPts, clusters are formed and points not belonging to any of the

clusters are referred to as noise (outliers). The procedure is as follows

(1) Calculate the Euclidean distance between two points Z; and Z; in a p-dimensional space

as:

(13) dist(2,2;) =

where i, j =1, 2,3, ..., pbuti## j, dist(Z, Z;) is the Euclidean distance between

points at time i and time j, 2; is the value of the i/ feature at ¢, 2 ; is the value of the i
feature at 7, and p is the dimensional space.

(2) A point M is core point if the number of points within the distance € of M is at least

MinPts. M is a single component categorized as noise. To identify core points, further

define

True, if |[{Z€ D:dist(%;,2;) < €}| > MinPts
(14) Core Point =

False, otherwise

(3) A point M 1is a border point if it is not a core point but it is in the neighbourhood of a
core point.
(4) Finally, in detecting outliers, the DBSCAN technique forms clusters by
(i) For each core point not assigned to a cluster, a new cluster is created, and the core
points and all points within € are added. The cluster is expanded by adding all
reachable points within €.

(i) Clusters are denoted as C, where, k is the number of clusters formed.
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(ii1) For each cluster Cy, the centroid, L, is estimated as the mean of the feature vectors
of the points in the cluster formed.
(iv) The distance, dist(M, L) between each point M and the centroid, L, of its cluster
Cy, 1s estimated.

(v) Finally, a threshold, 7, is defined to classify a point as outlier if;

(15) dist(M, 1) > T

2.3. Hybrid DNN-DBSCAN Technique

The combination of the DNN model and DBSCAN technique leverage the strengths of both
methods. In the DNN-DBSCAN framework, the DNN model extracted robust features of the
data, encoding the data in a low-dimensional space where clusters and outliers are more eas-
ily distinguishable [14]. The encoded features are passed to the DBSCAN technique, which
clusters and isolates outliers based on density features [15]. By combining DNN modeling
technique with DBSCAN technique to detect outliers, improvement in precision and recall of
outlier detection is achieved. Some performance metrics of the hybrid technique are presented

in Section 2.4.

2.4. Performance Metrics of Hybrid DNN-DBSCAN Technique

The following accuracy measures are used: Silhouette Coefficient [16], Davies-Bouldin Index
[17], Calinski-Harabasz Index [18], Outlier Point Ratio [13], Precision, Recall and F1-Score
[19, 20, 21], qualitative validation techniques with Principal Component Analysis and heat
map, and finally, stability under parameter variation [13, 22, 23]. These are used to evaluate

quality of clustering:

2.4.1. Silhouette Coefficient

The Silhouette Coefficient (S(i)) measures the similarity of a data point to its given cluster in
relation to others [16]. The formula for S(i) for a data point i is defined as

b(i) —a(i) }
max(a(i),b(i))

(16) S(i) = [
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where a(i) is the average distance between i and all points in the same cluster (intra-cluster
distance or cohesion) and b(i) is the (inter-cluster separation). S(i) ranges from -1 to 1, with 1
indicating perfect clustering, O suggesting overlapping clusters, and negative indicating wrong

clustering.

2.4.2. Davies-Bouldin Index

The Davies-Bouldin Index (DBI) evaluates the ratio of within-cluster dispersion to the separa-

tion between clusters [17]. It is estimated as

1 k . .
(17) DBI = b( maxsl+sj>

=it dij

where s; is the average distance of points in cluster i from its centroid, and d;; is the distance
between centroids of clusters i and j. DBI ranges from 0 to o with lower values (preferably, at
most 2) indicating better clustering. Zero is ideal, representing perfectly separated and cohesive

cluster formation.

2.4.3. Calinski-Harabasz Index

The Calinski-Harabasz Index (CHI), also called the variance ratio criterion, measures ratio of

between-cluster dispersion to within-cluster dispersion [18], defined as

(18) CHI = KEE%) . (]ZT_D}

where Tr(By) is between-cluster scatter matrix trace, Tr(Wj) is within-cluster scatter matrix

trace, N is number of data points and k is number of clusters. Higher values above 100 indicate
better-defined clusters. A value greater than or equal to 100 indicates strong clustering perfor-
mance, between 50 and 100 suggests an acceptable or moderate clustering performance, and
a value less than or equal to 50 indicates poor clustering performance with significant cluster

overlaps.
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2.4.4. Outlier Point Ratio (DBSCAN-specific)

This refers to the percentage of data points the DNN-DBSCAN and traditional DBSCAN tech-
niques detect as outliers in relation to the entire dataset. The conservativeness of the clustering
is measured by this DBSCAN-specific metric [6]. This ratio aids in evaluating the algorithm’s
aggressiveness in detecting outliers [13]. Values too high may indicate oversensitivity, and too

low may miss real outliers. The estimation formula is

(19) Noise Point Ratio — (Number of points labeled as outliers [-]])

Total number of points
2.4.5. Precision, Recall and F1-Score

Precision is the ratio of correctly detected outliers to all points detected as outliers [21]. It is

estimated as

TP
(20) Precision = | ———
TP+FP

where, TP is True Positives, data points correctly detected as outliers and FN is False Positives
which are data points incorrectly flagged as outliers. Furthermore, Recall refers to the ratio
of correctly detected outliers to all actual outliers. It measures the completeness of outlier
detection [20]. It is applied in situations where missing outliers have severe consequences. It is

estimated as

TP
21D Recall= | ————
TP+ FN

where, FN represents False Negatives which are true outliers missed by the model. The FI-
Score is the harmonic mean of precision and recall which provides a value that balances preci-
sion and recall, and particularly useful with imbalanced data (common in outlier detection). It
is preferred over accuracy when class distribution is skewed, such as containing outliers [19],

estimated as

Precisi Recall
22) Fl-Score — 2 x ( recision X Reca )

Precision + Recall
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2.4.6. Qualitative Validation Techiques

Performance measures such as the heat map, which shows the deviation of detected outliers
from normal patterns, and plot of clusters with Principal Component Analysis (PCA) for di-
mensionality reduction are used to shed light on the effectiveness of the hybrid technique

[13, 22, 23].

2.4.7. Stability Under Parameter Variation

This refers to the consistency of results when parameters (€ and MinPts) are varied within
reasonable bounds. It estimates the variance in performance measures across parameter com-
binations, and critical for DBSCAN as it is sensitive to parameter choices [22]. The stability
indicates the robustness of the technique [23]. This is also particularly important in unsuper-

vised settings where parameters may not be easily tuned [13], as in the current study.

3. MAIN RESULTS

The summary results and discussion are presented in this section. Observations on five vari-
ables are simulated from normal distribution. The aim is to check the ability of the hybrid
DNN-DBSCAN technique to detect outliers. There are 5 variables, (X,X7,X3,Xs,Xs), with
61,440 observations generated. Each variable is assumed to be normally distributed. (multivari-
ate normal distribution). A random seed of 42 is set to ensure reproducibility. Therefore, the

generated matrix has a shape of (61440 by 5). The data is arranged into a MTS format such that

Time Series Data Without Outliers Introduced Time Series Data With Qutliers Introduced

15 A

10 1

Observations
o
Observations
o

-5 4

=10 4

-15 1

] 10000 20000 30000 40000 50000 60000 0 10000 20000 30000 40000 50000 60000
Time Steps. 2 Time Sg(e%s

—_ 1 - X3 =—— X3 =—— X4 — X5 — X1 S— — KA — X

FIGURE 2. MTS Observations on 5 Variables (With and Without Outliers)
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each row in the data matrix represents a time step, each column represents a distinct variable.
Since the data are purely random from a multivariate normal distribution, white noise behaviour
is observed. The data are visualized with plots of the time series (Figure 2). Specifically, the left
panel refers to (data without outliers). In addition, 4,000 outliers are introduced into the data.
This forms about 6.5% of the data being outliers. This is because by statistical convention, 5%
outliers in the data are acceptable while above this threshold are unacceptable [24, 25]. The
outliers introduced are visualized with a plot of the time series. Specifically, the right panel
refers to (data with outliers). The aim of introducing such outliers is to check the ability of the
new hybrid DNN-DBSCAN technique to detect them, together with others (if they are available
in the data). Finally, the results are summarized and a discussion is presented. The extraction of
features of the data is carried out with the DNN model based on Equations (1) to (15), and then
the DBSCAN technique is used in detection of outliers. Thus, the hybrid technique is applied
to the results of Equation (8). Next, the performance of the hybrid and traditional techniques
are compared. However, in applying the DBSCAN technique, the first step is to determine the
parameters of the technique, namely, € and MinPts. These are presented in Sections 3.1 and

3.2

3.1. Determination of Radius Parameter

Figure 3 illustrates the k-distance graphs, where the left panel is constructed on the basis of the
feature extracted data, and the right panel is based on the non-feature extracted data (sorted by

distance).

Feature Extracted Data Points (sorted by distance) Non-Feature Extracted Observations (sorted by distance)
10

[
B =

5

15-th Nearest Neighbor Distance
15-th Nearest Neighbor Distance

0 10000 20000 30000 40000 50000 60000 0 10000 20000 30000 40000 50000 60000

=== Suggested epsilon === Suggested epsilon

FIGURE 3. k-distance graphs for €
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These two graphs suggest the best € values for fine-tuning to obtain the desired clustering
results in the application of both techniques [13]. Specifically, values around the elbow point
of the graphs are preferred. Following convention, a series of values € are selected around the
elbow points (Table 1) to arrive at the optimal value. In Table 1, it is observed that the best
results for the detected outliers and performance measures are found at € = 0.75. This is used as
the € value for optimal clustering and outlier detection. Next is the determination of Minimum

Points, referred to as MinPts. This is presented in Section 3.2.

3.2. Determination of MinPts Parameter

From the MTS data, the number of variables (p) is 5 and by Equation (12), the MinPts is
23) MinPts > 2(p+1)>2(5+1)> 12

Thus, the selected MinPts must be at least 12. To ensure that the best MinPts is selected, series
of MinPts are conventionally used in conjunction with the series of € values. Therefore, the
best value selected is MinPts = 12. Thus, using MinPts = 12 and (&) = 0.75, outliers detected
are presented in Table 1. The detection of outliers using these two parameters are presented in

Section 3.3.

3.3. Outliers Detection

As stated earlier, series of € and MinPts values are tried to ensure the best parameter values
are selected and used for optimal clustering and efficient detection of outliers. The same set of
parameters are used in the application of the two techniques, namely, hybrid DNN-DBSCAN
and traditional DBSCAN techniques. Figure 4 shows the indices at which outliers are detected
across all the 5 variables. In particular, Figure 4 shows the superposition of the indices at which
outliers are detected across the 5 variables, as well as for individual variables. Furthermore,
Figure 4 indicates the indices at which outliers are detected for all variables superimposed
on the same panel (top left corner). Furthermore, the other five images give the indices at
which outliers are detected in all the other variables. These outliers are detected by the hybrid

technique.
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FIGURE 4. Indices of Detected Outliers (Hybrid Technique)

Similarly, Figure 5 shows the superposition of the indices at which outliers are detected across
the five variables, as well as for individual variables. Specifically, Figure 5 indicates the indices
at which outliers are detected for all variables superimposed on the same panel (top left corner).
Furthermore, the other 5 images give the indices at which outliers are detected in all other
variables. These outliers are detected from the application of the traditional technique. The
number of outliers detected when the hybrid technique is applied is seen to be slightly higher
than those detected using the DBSCAN technique (4037 versus 3977). The hybrid technique
behaves well in terms of the metrics that describe the goodness of fit of the clusters and detected
outliers. This is attributed to the effectiveness of the combination of the DNN model for feature
extraction and DBSCAN technique for clustering. Thus, the hybrid technique has contributed
much more in detecting influential outliers relative to the DBSCAN technique. Therefore, the

specific performance of the two techniques in terms of ability to perfectly cluster and detect
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FIGURE 5. Indices of Detected Outliers (DBSCAN Technique)

outliers, and particular one performing much better relatively, is presented in Section 3.4, Tables

1 and 2, and Figures 6 and 7.

3.4. Performance of Hybrid DNN-DBSCAN Technique

The performance of the hybrid DNN-DBSCAN technique is evaluated in relation to one of its
variants, the traditional DBSCAN technique. The cluster evaluation and performance metrics
in (16) to (22), together with other measures such as the heat map, plot of the clusters with PCA
for dimensionality reduction, are used. These results are in Table 1 and Figures 6 and 7. Table
1 provides information on the number of outliers detected and performance measures for both
techniques. On all 5 variables, the number of outliers detected and performance of the cluster-
ing techniques are presented. For example, using the same selected parameters (¢ =0.75 and

MinPts=12), as suggested by the hybrid technique detected 4025 outliers while the DBSCAN
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TABLE 1. Performance Comparison of DNN-DBSCAN and DBSCAN Techniques

Hybrid DNN-DBSCAN Technique = Parameters DBSCAN Technique
Outliers S(i) DBI CHI € MinPts Outliers S(Gi) DBI CHI
27872 —0.44 1.66 228.62 12 14756  —0.10 43.05 2.94
29189 —-0.43 1.62 260.53 13 15408 0.03 56.80 3.58
30429 —-0.43 1.63 312.17 0.25 14 16032 0.02 57.60 4.41
31677 —0.44 1.63 259.30 15 16699 0.34 81.92 4283
4840 0.81 0.88 69952.18 12 4140 0.75 55.03 17.50
4892 0.81 0.89 68687.59 13 4146 0.75 54.66 17.73
4931 0.81 0.89 67753.06 0.50 14 4159 0.75 54.89 17.55
4987 0.81 0.90 66469.06 15 4163 0.74 5476 17.63
4025 0.85 0.75 95000.90 12%* 3977 0.75 55.11 17.73
4027 0.85 0.75 94958.56 13 3977 0.75 55.11 17.73
4031 0.85 0.75 94821.67 0.75* 14 3977 0.75 55.11 17.73
4037 0.85 0.75 94650.89 15 3977 0.75 55.11 17.73
3970 0.85 0.74 98345.57 12 3960 0.75 55.76 17.34
3970 0.85 0.74 98345.57 12 3960 0.75 55.76 17.34
3970 0.85 0.74 9834557 1.00 12 3960 0.75 55.76 17.34
3970 0.85 0.74 98345.57 12 3960 0.75 55.76 17.34
3970 0.85 0.74 98345.57 12 3933 0.76 56.35 17.00
3970 0.85 0.74 98345.57 13 3933 0.76 56.35 17.00
3970 0.85 0.74 9834557 1.25 14 3933 0.76 56.35 17.00
3970 0.85 0.74 98345.57 15 3933 0.76 56.35 17.00
3958 0.85 0.74 98787.46 12 3885 0.76 55.39 17.62
3958 0.85 0.74 98787.46 13 3885 0.76 55.39 17.62
3958 0.85 0.74 98787.46 1.50 14 3885 0.76 55.39 17.62
3958 0.85 0.74 98787.46 15 3885 0.76 55.39 17.62
3915 0.85 0.74 98505.22 12 0 0 0 0
3915 0.85 0.74 98505.22 13 0 0 0 0
3915 0.85 0.74 98505.22 1.75 14 0 0 0 0
3915 0.85 0.74 98505.22 15 0 0 0 0
3928 0.85 0.74 100036.29 12 0 0 0 0
3928 0.85 0.74 100036.29 13 0 0 0 0
3928 0.85 0.74 100036.29 2.00 14 0 0 0 0
3928 0.85 0.74 100036.29 15 0 0 0 0

Note: Best performing configurations are in asterisks (x)
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technique detected 3977 outliers. This is attributable to the efficiency of the hybrid technique
in terms of the ability to detect outliers. The number of outliers detected and performance
metrics improved significantly to the required range of acceptance (Sections 2.4.1 to 2.4.7), as
recommended by [16, 17, 18]. This is attributed to the effectiveness and efficiency of the hybrid
technique in detecting influential outliers. Likewise, the effectiveness of the hybrid technique
lies in the fact that in Table 1, even after MinPts = 12 and € = 1.50, it continues to detect outliers
even though the numbers decrease to some extent. However, the traditional technique does not
detect any further outliers at these same parameter values and beyond. Specifically, the hybrid
technique is effective because of its better clustering metrics in relation to the traditional tech-
nique. That is, S(i) = 0.85 against 0.75, indicating that the hybrid technique clusters are more
distinct, DBI = (.75 against 55.11, implying the hybrid technique has much better separation,
and CHI = 96702.64 against 17.73, indicating that the hybrid technique finds much stronger
clusters relative to the traditional technique.

Furthermore, in terms of stability with respect to outlier detection [13, 23], the outlier counts
of the hybrid technique stabilize at epsilon greater than or equal to 0.75. That of the traditional
technique however, varies more with MinPts. Finally, the hybrid technique maintains high
performance across MinPts while the traditional technique degrades quickly with small values
of €. The stability of the number of outliers detected and performance metrics indicate the
robustness of the hybrid technique [23]. This is particularly important in unsupervised settings
where parameters may not be easily tuned [13], as in the case of the current study, where the
unsupervised learning technique is used in extracted feature of the data before clustering to
detect outliers through the DBSCAN technique. Therefore, it is clear that the optimal outlier
detection would be obtained at € values not exceeding 1.50. It is observed that up to this value
of € =0.75, the optimal detection is obtained at MinPts = 12, since they are associated with
the best performance metrics. Thus, the optimal detection is obtained at the pair of parameter
values of € = 0.75 and MinPts = 12 based on the hybrid technique.

Moreover, the proportion of points detected as outliers by the hybrid, and DBSCAN tech-
niques relative to the total data are estimated using Equation (19). For the hybrid technique,

6.57% of the entire data points are detected as outliers while that for the traditional technique
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i1s 6.47%. These proportions fall within the acceptable range for outliers to have significant
effects on parameter estimations in any modeling [24, 25]. This shows an improvement in per-
formance of the metrics. Although the proportions appear the same, the performance metrics
stated otherwise, with the hybrid technique showing much more improvement.

Further, Table 2 presents the performance metrics comparing the DNN-DBSCAN hybrid
technique with the traditional DBSCAN technique for outlier detection. The precision (real
detected outliers), recall (ability to find actual outliers) and F1-Score (balancing precision and
recall) of the techniques are presented using Equations (20) to (22). The hybrid technique
achieves high Precision and shows much better performance on all metrics. The higher Recall

TABLE 2. Precisions, Recalls and F1-Scores

Performance Metrics Hybrid DNN-DBSCAN Technique DBSCAN Technique

True Positives 4025.00 3977.00
False Negatives 0.00 23.00
False Positives 25.00 0.00
Precision (%) 99.38 100.00
Recall (%) 100.00 99.43
F1-Score (%) 99.39 99.71

indicates that it misses none of the outliers introduced. The F/-Score reflects a better balance
between precision and recall. The hybrid technique is deemed effective because it has caught
all possible outliers (100% Recall). This is because the primary aim is to ensure no outlier is
missed, making the hybrid technique the better choice.

Additionally, the degree of deviation of the detected outliers from normal patterns is pre-
sented in Figure 6. The heat Map shows the variables and observations that significantly deviate
from expected patterns. The outlier indices axis corresponds to the specific data points classi-
fied as outliers, whereas the variable axis denotes the 5 variables. According to the scale, the
blue colour indicates negative deviations from normal patterns while the red represents positive
deviations. The degree of divergence from normal pattern is indicated by colour intensity. Vari-

ables, X1, X3, and X4 show significant deviations, suggesting potential systemic outliers in these
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FIGURE 6. Heat Map (Hybrid Technique)

variables. Also, X; and X5 demonstrate reduced variances compared to the others. Observations
concentrate on specific index ranges, indicating that some periods or events are prone to unusual
patterns across all or particular variables. The results indicate that the combination of DNN and
DBSCAN techniques is effective and efficient in detecting outliers. Figure 6 further highlights
the contributions of specific variables to the overall variation, showing the concentration on
variables or time intervals prone to anomalies. This visualization enables further analysis or
corrective actions.

Finally, plots of the PCA-formed clusters for dimensionality reduction is shown in Figure 7.
The hybrid technique distinctly defines outliers, primarily situated outside the main triangular
data cluster. The data distribution has a clear triangular configuration, with dense area accu-
rately designated as clusters. The traditional technique also detects some outliers, but appears
less defined in terms of the clusters detected by the technique [23]. However, the more circu-
lar and homogeneous clusters (right hand side and bottom panels) suggest that the traditional
DBSCAN technique might have encountered difficulties in capturing the high-dimensionality
or complex nature of the non-feature extracted data. It is observed that differentiation between
clusters and outliers appear to be challenging for the traditional DBSCAN technique, leading to
the neglect of influential outliers. The hybrid technique, thus, markedly improves data represen-
tation and the accuracy of influential outlier detection (clear triangular configuration). Hence,

the hybrid technique is much more effective in detecting outliers compared to the traditional
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FIGURE 7. Cluster Plot With Outliers (Both Techniques Compared)

DBSCAN technique. This highlights the need for integrating advanced feature extraction with
clustering techniques to enhance accuracy and interpretability. These results are congruent with

the findings in literature [3, 26, 8, 27, 10, 13, 23].

4. CONCLUSIONS

The paper has integrated the DNN and traditional DBSCAN techniques to achieve a high
performance in detecting outliers. This is accomplished by making optimal use of the qualities
of each of the techniques. Precisely, the DNN modeling technique (Autoencoders) extracted
robust features from the data and encoded it into a space with few dimensions. The fact that
the DNN model technique makes it possible to differentiate between clusters and outliers to a
large extent is a key advantage. Also, the hybrid technique clusters the encoded features and
consequently detect outliers that may be present in the data. Both the accuracy and the recall
of outlier detection process has been been improved as a consequence of the combination of
the two techniques. Consequently, domains such as predictive maintenance, fraud detection,
and environmental monitoring may significantly benefit from the hybrid DNN-DBSCAN tech-
nique. The hybrid technique could be verified on a variety of M TS data across different domains
(financial markets, healthcare, and climate) to ascertain its generalisability and robustness. Ad-
ditionally, exploration could be made on various topologies of the deep neural networks (such
as depth, neuron count, and activation functions) to determine the optimal configurations for

feature selection based on the hybrid technique.
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