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Abstract. The aim of this paper is to introduce and study a system of the infinite variational inequalities
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1. Introduction

Let H be a real Hilbert space with norm ‖ · ‖ and inner product 〈·, ·〉, C be a nonempty

closed convex subset of H and A be a operator from C into H . The classical variational

inequality problem is formulated as finding a point u ∈ C such that

〈Au, v − u〉 ≥ 0
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for all v ∈ C. Such a point u ∈ C is called a solution of the problem. Variational

inequalities were initially studied by Stampacchia [ 3, 4] and ever since have been widely

studied. The set of solutions of the variational inequality problem is denoted by VI(C,A).

For given z ∈ H, u ∈ C, we see that the following inequality holds

〈u− z, v − u〉 ≥ 0

if and only if u = PCz : ‖PCz − z‖ = infv∈C‖v − z‖. It is known that projection opera-

tor PC is nonexpansive. It is also know that PC satisfies

〈x− y, PCx− PCy〉 ≥ ||PCx− PCy||2,∀x, y ∈ H.

One can see that the variational inequality is equivalent to a fixed point problem. An

element x∗ ∈ C is a solution of the variational inequality if and only if x∗ ∈ C is a

fixed point of the mapping PC(I − λA), where I is the identity mapping and λ > 0 is a

constant.This alternative equivalent formulation has played a significant role in the studies

of variational inequalities and related optimization problems.

In this paper, let C be a nonempty closed convex subset of a real Banach space E .

Let A,B be two inverse-strongly accretive mappings. We consider the following problem

of finding (x̃, ỹ) ∈ C × C such that

(1)

 〈λnAỹ + x̃− ỹ, J(x− x̃)〉 ≥ 0,∀x ∈ C,

〈µnBx̃+ ỹ − x̃, J(x− ỹ)〉 ≥ 0,∀x ∈ C,

which is called a general system of infinite variational inequalities, where {λn}, {µn} ⊂

(0,∞). In particular, if A = B, λn = µn = λ, then problem reduces to finding (x̃, ỹ) ∈

C × C such that

(2)

 〈λAỹ + x̃− ỹ, J(x− x̃)〉 ≥ 0,∀x ∈ C,

〈λAx̃+ ỹ − x̃, J(x− ỹ)〉 ≥ 0,∀x ∈ C,

which is defined by Verma [5] and is called the new system of variational inequalities.

Further, if we add up the requirement that x̃ = ỹ, then problem (1) reduces to the

classical variational inequality VI(A , C).
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Recently, many authors studied the problem of finding a common element of the fixed

point set of nonexpansive mappings and the solution set of variational inequalities for

α-inverse-strongly monotone mappings in the framework of Banach space.In 2006, Aoya-

ma, Iiduka and Takahashi [2] obtained a weak Theorem about weak convergence of an

iterative sequence for accretive operators in a uniformly convex and 2-uniformly smooth

Banach space. In2009,X.Qin[1],et al.consider the problem of strong convergence of an it-

erative algorithm for systems of variational inequalities and nonexpansive mapping with

applications.

In this paper, motivated by [1,2,6,7], let E be a uniformly convex and q-uniformly

smooth Banach space, C be a nonempty closed convex subset of E. We introduce a gen-

eral iterative algorithm for the system of infinite variational inequality (1) and a sunny

nonexpansive mapping.

(3)


x1 = u ∈ C

yn = QC(xn − µnBxn)

xn+1 = αnu+ βnxn + γn(δTxn + (1− δ)QC(yn − λnAyn), n ≥ 0.

The problem (1) is proven to be equivalent to a fixed point problem of nonexpansive

mapping. By using a relaxed extradient methods, we prove that under some conditions

the iterative sequence {xn} converges strongly to x̃ ∈ C and (x̃, ỹ) is a solution of the

problem(1),where ỹ = QC(x̃ − µnBx̃). The results here improve and extend the related

results of other authors, such as [1,2,6].

2. Preliminaries

Recall that a mapping T of C into itself is called nonexpansive, if

‖Tx− Ty‖ ≤ ‖x− y‖.

for all x, y ∈ C. We denote by F (T ) the set of fixed points of T.

For α > 0, an operator A of C into E is said to be α-inverse strongly accretive if

〈Ax− Ay, J(x− y)〉 ≥ α‖Ax− Ay‖2.
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for all x, y ∈ C. It is obviously that

‖Ax− Ay‖ ≤ 1

α
||x− y||.

Let D be a subset of C and Q be a mapping of C into D, then Q is said to be sunny if

Q(Qx+ t(x−Qx)) = Qx,

whenever Qx+ t(x−Qx) ∈ C for x ∈ C and t ≥ 0. A mapping Q of C into itself is called

a retraction if Q2 = Q. If a mapping Q of C into itself is a retraction, then Qz = z for

every z ∈ R(Q), where R(Q) is the range of Q. A subset D of C is called a sunny

nonexpansive retract of C if there exists a sunny nonexpansive retraction from C into D.

Assume E be a real Banach space, C be a nonempty closed convex subset of E. Let U =

{x ∈ E : x = 1}, A Banach space E is said to be uniformly convex, if for each ε ∈

(0, 2], there exists δ > 0 such that for any x, y ∈ U, ‖x − y‖ ≤ ε, which implies‖x−y‖
2
≤

1− δ. It is known that a uniformly convex Banach space is reflexive and strictly convex.

A Banach space E is said to be smooth if the limit limt→0
‖x−ty‖−‖y‖

t
exists for all x, y ∈

U. It is also said to be uniformly smooth if the limit is attained uniformly for x, y ∈ U. The

norm of E is said to be Frećhet differentiable if for each x ∈ U, the limit is attained

uniformly for y ∈ U. And we define a function ρ : [0,∞) → [0,∞) called the modulus of

smoothness of E as follows:

ρ(t) = sup{1

2
(‖x+ y‖+ ‖x− y‖)− 1 : ‖x‖ = 1, ‖y‖ = t}.

It is known that E is uniformly smooth if and only if limt→0
ρ(t)
t

= 0. Let q be a fixed real

number with 1 < q ≤ 2. Then a Banach space E is said to be q-uniformly smooth if there

exists a constant c > 0 such that ρ(t) ≤ ctq for all t > 0. We could obtain the following

lemma.

Lemma 2.1.[8,9] Let q be a real number with 1 < q ≤ 2 and let E be a Banach space.

Then E is q-uniformly smooth if and only if there exists a constant K ≥ 1 such that

1

2
(||x+ y||q + ||x− y||q) ≤ ||x||q + ||Ky||q

for all x, y ∈ E.
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The best constant K in Lemma 2.1 is called the q-uniformly smoothness constant of E.

Let q be a given real number with q > 1. The (generalized) duality mapping Jq from E

into 2E
∗

is defined by

Jq(x) = {x∗ ∈ E∗ : 〈x, x∗〉 = ||x||q, ||x∗|| = ||x||q−1}

for all x ∈ E . In particular, J = J2 is called the normalized duality mapping. It is known

that Jq

Jq(x) = ||x||q−2J(x)

Lemma 2.2.[10] Let q be a given real number with 1 < q ≤ 2 and let E be a q-uniformly

smooth Banach space. Then

||x+ y||q ≤ ||x||q + q〈y, Jq(x)〉+ 2||Ky||q

for all x, y ∈ E, where Jq is the generalized duality mapping of E and K is the q-uniformly

smoothness constant of E.

Lemma 2.3.[1] Let C be a nonempty closed convex subset of a real Hilbert space H.

Let T1 and T2 be two nonexpansive mappings from C into itself with a common fixed

point. Define a mapping T : C → C by Tx = δT1x + (1− δ)T2x, where δ ∈ (0, 1). Then

T is nonexpansive and F (T ) = F (T1)
⋂
F (T2).

Lemma 2.4.[11] In a Banach space E,there holds the inequality

‖x+ y‖2 ≤ ‖x‖2 + 2〈y, j(x+ y)〉, ∀x, y ∈ C,wherej(x+ y) ∈ J(x+ y).

Lemma 2.5.[15] Let C be a nonempty closed con- vex subset of a smooth Banach space

E. Let QC be a sunny nonexpansive retraction from E onto C and let A be an accretive

operator of C into E. Then,for all λ > 0,

Ω = F (QC(I − λA)).

Lemma 2.6.[15] Let E be a uniformly convex Banach space, C a nonempty closed convex

subset of E and T : K → K a nonexpansive mapping. Then I − T is demi-closed at zero.
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Lemma 2.7.[12,13] Let {αn}∞n=0 be a sequence of nonnegative real numbers satisfying the

property

αn+1 ≤ (1− γn)αn + γnδn, n ≥ 0,

where {γn} ⊂ (0, 1) and {δn} are such that

(1)limn→∞γn = 0,Σγn =∞; (2) lim sup
n→∞

δn
γN
≤ 0(orΣ|δn| <∞).

then limn→∞αn = 0.

Lemma 2.8.[14]Let {xn}and{yn} be bounded sequences in a Banach space X and Let {αn} ⊂

[0, 1] with 0 < lim infn→∞ αn ≤ lim supn→∞ αn < 1 , n ≥ 0 ,such that

(1)xn+1 = αnxn + (1− αn)yn; (2) lim sup
n→∞

(||yn+1 − yn|| − ||xn+1 − xn||) ≤ 0.

then limn→∞||yn − xn|| = 0.

Lemma 2.9. For given (x̃, ỹ) ∈ C × C, where ỹ = QC(x̃ − µnBx̃), x̃, ỹ is a solution of

problem(1),if and only if x̃ is a common fixed point of the mapping Sn : C → C defined

by

Sn(x) = QC [QC(x− µnBx)− λnAQC(x− µnBx)],∀n ∈ N,

where {λn}, {µn} ⊂ (0, 1) and QC is a sunny nonexpansive retraction from E onto C.

Proof.

(4)

 〈λnAỹ + x̃− ỹ, J(x− x̃)〉 ≥ 0, ∀x ∈ C,

〈µnBx̃+ ỹ − x̃, J(x− ỹ)〉 ≥ 0,∀x ∈ C,

⇔

(5)

 x̃ = QC(ỹ − λnAỹ)

ỹ = QC(x̃− µnBx̃)

⇔ x̃ = QC(QC(x̃− µnBx̃)− λnAQC(x̃− µnBx̃))

3. Main results
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Theorem 3.1 Let E be a uniformly convex and q-uniformly smooth Banach space with the

best smooth constant K, C a nonempty closed convex subset of E. Let QC : E → C be a

sunny nonexpansive retraction and A,B : C → E be α-inverse-strongly accretive mapping

and β-inverse-strongly accretive mapping. Let T : C → C be a nonexpansive mapping

with a fixed point and assume that F = F (T ) ∩ (∩∞n=1F (Sn)) 6= ∅, where Sn is defined as

Lemma 2.9. Suppose {λn} ⊂ [a, q−1

√
qαq−1

2Kq ] , {µn} ⊂ [a, q−1

√
qβq−1

2Kq ] , a > 0, δ ∈ (0, 1) . If

the sequences {αn} , {βn} and {γn} in [0, 1] satisfy the following conditions:

(C1)αn + βn + γn = 1;

(C2)Σαn =∞, limn→∞αn = 0;

(C3)0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(C4)limn→∞(λn+1 − λn) = 0, limn→∞(µn+1 − µn) = 0.

Then the sequence {xn} defined by (3) convergence strongly to x̃ = QFu , and (x̃, ỹ) is

a solution of the problem(1),where ỹ = QC(x̃− µnBx̃).

Proof. Step1 We show that F is closed and convex.

Since A is an α -inverse-strongly accretive mapping, applying lemma2.1,2.2and {λn} ⊂

[a, q−1

√
qαq−1

2Kq ], we get

‖(I − λnA)x− (I − λnA)y‖q = ‖(x− y)− λn(Ax− Ay)‖q

≤ ‖x− y‖q − qλn〈Ax− Ay, Jq(x− y)〉+ 2||Kλn(Ax− Ay)||q

= ‖x− y‖q − λnq||x− y||q−2〈Ax− Ay, J(x− y)〉

+ 2Kqλqn||Ax− Ay||q

≤ ||x− y||q − λnqαq−1||Ax− Ay||q + 2Kqλqn||Ax− Ay||q

= ||x− y||q + λn(2Kqλq−1n − qαq−1)||Ax− Ay||q

which implies that I − λnA is nonexpansive, so is I − µnB. From lemma 2.9, we obtain

that

Sn = QC(QC(I − µnB)− λnAQC(I − µnB))

= QC(I − λnA)QC(I − µnB)

Sn is nonexpansive. Consequently, F = (∩∞n=1F (Sn)) ∩ F (T ) is closed and convex.
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Step 2 We observe {xn} is bounded.

Indeed ,taking a fixed point x of F ,we have x = QC(QC(x−µnBx)−λnAQC(x−µnBx))

Let y = QC(x− µnBx), then x = QC(y − λnAy). And let ln = δTxn + (1− δ)QC(yn −

λnAyn), we get

‖ln − x‖ = δn‖Txn − x‖+ (1− δn)‖QC(yn − λnAyn)− x‖

≤ δn‖xn − x‖+ (1− δn)‖QC(yn − λnAyn)−QC(y − λnAy)‖

≤ δn‖xn − x‖+ (1− δn)‖yn − y‖

≤ δn‖xn − x‖+ (1− δn)‖QC(xn − µnBxn)−QC(x− µnBx)‖

≤ ‖xn − x‖

Then we arrive at

||xn+1 − x|| = ||αnu+ βnxn + γnln − x||

= αn||u− x||+ βn||xn − x||+ γn‖ln − x‖

≤ (1− αn)||xn − x||+ αn||u− x||

≤ max{||xn − x||, ||u− x||}.

≤ ||u− x||

Hence {xn} is bounded, so are the sets {yn}and{ln}.

According to step 1 and by (4), we observe that

||ln+1 − ln|| ≤ δ‖Txn+1 − Txn‖+ (1− δ)‖QC(yn+1 − λn+1Ayn+1)−QC(yn − λnAyn)‖

≤ δ‖xn+1 − xn‖+ (1− δ)‖(yn+1 − λn+1Ayn+1)− (yn − λnAyn)‖

≤ δ‖xn+1 − xn‖+ (1− δ)‖(yn+1 − λn+1Ayn+1)− (yn − λn+1Ayn)

+ (λn − λn+1)Ayn‖

≤ δ‖xn+1 − xn‖+ (1− δ)‖yn+1 − yn‖+ |λn − λn+1|‖Ayn‖

≤ δ‖xn+1 − xn‖+ (1− δ)‖QC(xn+1 − µn+1Bxn+1)−QC(xn − µnBxn)‖

+ |λn − λn+1|‖Ayn‖

≤ ‖xn+1 − xn‖+ |µn − µn+1|‖Bxn‖+ |λn − λn+1|‖Ayn‖



1668 HONGPING LUO AND YUANHENG WANG∗

Step 3 We prove that limn→∞||xn+1 − xn|| = 0.

Define xn+1 = βnxn + (1− βn)hn, observe that

hn+1 − hn =
xn+2 − βn+1xn+1

1− βn+1

− xn+1 − βnxn
1− βn

=
αn+1u+ γn+1ln+1

1− βn+1

− αnu+ γnln
1− βn

=
αn+1u

1− βn+1

+
(1− αn+1 − βn+1)ln+1

1− βn+1

− αnu

1− βn
− (1− αn − βn)ln

1− βn

=
αn+1

1− βn+1

(u− ln+1)−
αn

1− βn
(u− ln) + (ln+1 − ln).

Applying the conclusion of step 1, we have

||hn+1 − hn|| − ||xn+1 − xn|| ≤
αn+1

1− βn+1

||u− ln+1||+
αn

1− βn
||u− ln||

+ |µn − µn+1|‖Bxn‖+ |λn − λn+1|‖Ayn‖

Since {yn} and {ln} are bounded, by(C2),(C3)and(C4),we obtain that limn→∞sup(||hn+1−

hn|| − ||xn+1 − xn||) ≤ 0.

Hence by lemma 2.8,we have limn→∞||hn − xn|| = 0.

Consequently limn→∞||xn+1 − xn|| = limn→∞(1− βn)||hn − xn|| = 0.

On the other hand, from xn+1 = αnu+ βnxn + γnln, we have

xn+1 − xn = αn(u− xn) + γn(ln − xn), then limn→∞||ln − xn|| = 0.

Step 4 We claim that lim supn→∞〈u − x̃, J(xn − x̃)〉 ≤ 0. where x̃ = QFu Define a

mapping Wn : C → C by Wnx = δTx+ (1− δ)QC(I−λnA)QC(I−µnB)x,∀x ∈ C, which

implies that Wnxn = ln.

We choose a sequence {xni
} of {xn} that converges weakly to x such that

lim sup
n→∞

〈u− x̃, J(xn − x̃)〉 = lim sup
i→∞

〈u− x̃, J(xni
− x̃)〉

Since {λn} ⊂ [a, q−1

√
qαq−1

2Kq ] , {µn} ⊂ [a, q−1

√
qβq−1

2Kq ] , a > 0, it follows that {λni
}, {µni

} are

bounded. So there exists a subsequence {λni
} of {λni

} which converges to {λ0} ⊂
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[a, q−1

√
qαq−1

2Kq ], and a subsequence {µni
} of {µni

} which converges to {µ0} ⊂ [a, q−1

√
qαq−1

2Kq ].With-

out loss of generality, we assume that {λni
} → λ0, {µni

→ µ0}, then

S0 = QC(QC(I − µ0B)− λ0AQC(I − µ0B))

= QC(I − λ0A)QC(I − µ0B)

Sn is nonexpansive.

Since QC is nonexpansive, it follows from ln = δTxn + (1− δ)QC(yn − λnAyn), then

‖W0xni
− xni

‖ ≤ ‖δTxni
+ (1− δ)QC(yni

− λ0Ayn−i)− lni
‖+ ‖lni

− xni
‖

≤ ‖δTxni
+ (1− δ)QC(yni

− λ0Ayn−i)− δTxni
− (1− δ)QC(yni

− λnAyn−i)‖+ ‖lni
− xni

‖

≤ (1− δ)|λn−i − λ0|‖Ayn−i‖+ ‖lni
− xni

‖

It follows from lemma2.6 that x ∈ F (W0). By using lemma2.5 and same as[15], we can

obtain that x ∈ F (W0) = QFu.

We have lim supn→∞〈u− x̃, J(xn− x̃)〉 ≤ 0 = lim supn→∞〈u− x̃, J(xn+1− x̃)〉 ≤ 0 holds.

Step 5 We show that limn→∞||xn − x̃|| = 0.

||xn+1 − x̃||2 = αn〈u− x̃, J(xn+1 − x̃)〉+ βn〈xn − x̃, J(xn+1 − x̃)〉+ γn〈ln − x̃, J(xn+1 − x̃)〉

= αn〈u− x̃, J(xn+1 − x̃)〉+ βn‖xn − x̃‖‖xn+1 − x̃‖+ γn‖ln − x̃‖‖xn+1 − x̃‖

≤ (1− αn)‖xn − x̃‖‖xn+1 − x̃‖+ αn〈u− x̃, J(xn+1 − x̃)〉

=
1− αn

2
(‖xn − x̃‖2 + ‖xn+1 − x̃‖2) + αn〈u− x̃, J(xn+1 − x̃)〉

Then

||xn+1 − x̃||2 ≤
1− αn
1 + αn

||xn − x̃||2 +
2αn

1 + αn
〈u− x̃, J(xn+1 − x̃)〉

= (1− 2αn
1 + αn

)||xn − x̃||2 +
2αn

1 + αn
〈u− x̃, J(xn+1 − x̃)〉

Where γn = 2αn

1+αn
, σn = 〈u− x̃, J(xn+1 − x̃)〉.

Since by (C2),step 3, we have

limn→∞γn = 0,
∑

γn =∞, lim sup
n→∞

σn ≤ 0.
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applying lemma 2.7,we deduce that limn→∞||xn − x̃|| = 0.

The proof of Theorem 3.1 is completes .
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