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Abstract: Deep learning plays an important role in Machine learning and Artificial Neural Networks. Deep learning 

resembles the working of human brain in data processing for detecting objects and making decisions. Training and 

predicting data could happen through various deep learning algorithms available. One such algorithm is 

Bidirectional LSTM which could be used for classification and prediction of data in machine learning. Attention 

layer is a cognitive process in neural networks that gives attention and weights towards certain important features. 

The activation functions are mathematical equations used in neural networks to learn a complex problem which 

determines the output. Activation functions decide which feature to be activated and define the output. There are 7 

types of Activation functions, they are tanh, sigmoid, relu,Leaky ReLU, Parametric ReLU and softmax. The 

proposed novel work uses Modified tanH with ReLU activation functions to analyze the performance of Auto 

Ancillary suppliers. Automobile Ancillary spare parts are one of the core industries in Indian Economy. Suppliers of 

Auto Ancillary Manufacturers provide the raw materials to the product Manufacturers which should be good in 

quality with reasonable cost and delivered on time. 
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1. INTRODUCTION 

Deep learning [15] is a category of machine learning with focus on greater flexible 

dataset with hierarchy of concepts. Deep learning trains the data where input is given and output 

is extracted. These concepts were applied for supervised learning and unsupervised learning of 

data. To implement the Deep learning algorithm for the complex problems takes a lot of time but 

enable to receive desired output. The popular algorithms of Deep learning are Recurrent Neural 

networks, Convolutional Neural networks and Back propagation algorithms. For this research 

work, a type of Recurrent Neural Networks was implemented. 

Neural networks are a set of neurons and Artificial Neural networks are set of artificial 

neurons. The nodes are connected to each other and consist of Input layer, hidden layers and 

output layers. The nodes and edges are connected to each other with weights. The input data 

travel through Input layer, hidden layer and output layer. 

Bi directional LSTM is a part of Recurrent Neural Networks which feeds the input in  forward  

direction and backward directions .The advantages of this algorithm show better performance 

and learn the model faster compared to LSTM. In bidirectional LSTM the forward and backward 

outputs are combined and added together and passed to the next layer. According to this research 

work, bidirectional LSTM was used for classification. 

Attention layer plays a very important role in artificial neural networks to enhance the 

model by Aligning and translating the inputs to outputs. Attention layer decides to give 

importance to the features for the desired output. Activation functions in attention layer gives 

attention towards the features and navigates the input signals through hidden layers to the output 

layer for the better results. There are many types of Activation functions. Two Basic Activation 

functions are used for this model. Tanh function is a zero centric activation function which is 

easier to map negative, zero and positive values, it is very similar to sigmoid function. Rectified 

Linear Unit (ReLU) converges the layers very quickly for output. Modified tanh with ReLU 

model is an extended model of Modified tanh function for desired results. With all these existing 

concepts a new model with the name “Modified tanh with ReLU Activation function in Attention 

based Bi directional LSTM classification” was proposed. 

Automobile industry is one of the core industries in Indian Economy [14]. Auto ancillary 

products are the backbone for Automobile vehicles. Either two-wheeler or four-wheeler needs lot 
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of spare parts to assemble a vehicle or after sales for the vehicles to be maintained. To analyze 

the Auto Ancillary products on the basis of cost, quality and delivery plays a sustainable 

feedback from the customers and users. To be more specific quality is very important and each 

customer expects the maximum output from a vehicle as well as Auto Ancillary products. To 

maintain the quality of Auto ancillary products, the Manufacturers check the quality of raw 

materials from suppliers. During the production phase Auto Ancillary products were produced 

with at most care and with good quality products. One aspect to be considered while 

concentrating on quality is the raw materials from the Supplier.  

Suppliers of the raw material have to ensure a good quality or base for Auto Ancillary 

products. Raw materials play a vital role in quality sustenance and maintenance. Supplier has to 

produce good quality raw materials starting from a small piece to a bigger one. The dataset 

comprises the checking of quality at the supplier site and received the raw materials and checked 

at the Auto Ancillary Company also. The Supplier dataset consists of vendor test report, fitment, 

and process document details which give information about supplier raw materials that will be 

tested at their place. Raw materials follow the guidelines of the organization and tested for 

design, fitment and process to maintain the quality in the products. Thus the supplier dataset was 

taken to the novel model to classify and analyze the data. The prediction of suppliers will 

improve and maintain to 100% in terms of quality. 

 

2. LITERATURE WORK 

This novel model Modified tanh with ReLU Activation function in Attention based Bi 

directional LSTM is proposed where the study involves the Bidirectional LSTM in Deep 

learning used for prediction and classification. Attention layer is introduced to give attention 

using activation functions. The concepts for the study were available in these research papers 

which gave a wide knowledge about the technical factors and area where the research can be 

extended. With the below research papers listed, it gave an idea for the novelty of the research 

work. 

Deep learning [4] is the recent field for machine learning techniques for data 

representation. Building of huge data visually with hidden layers for improving the performance 
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leads to a better model. Alex [1] proposes the difference between unidirectional and bi 

directional long short term memory which was applied for speech recognition and online data for 

classification. Input pattern using Bi directional LSTM [2] was detected for non-repeated words 

and characters. The Author has proposed to extract pattern matching features with improved 

performances.  

A  Neural model was suggested by Oren [2] for NLP tasks such as word sensing, entity 

recognition etc. Wenhui[3]authored graph-based dependency parsing using neural network 

model. This model uses Bidirectional LSTM (BLSTM) to standardize contextual information. 

Many activation functions exists and Guifany[4] proposed improved ReLU segmentation 

piecewise for building a better output in convolutional neural networks. Hock Huany[5] 

suggested an improvised  ReLU activation function for deep learning datasets which shows good 

performance results. Julius [6] proposed how ReLU activation functions could be used in neural 

networks to solve optimization problems and the loss function.  

ReLU activation function was used by Hidenor [7] in the hidden layers for sparse 

regularization for convolutional neural network to make the inputs as zero in the training process 

and unwanted increase of the output can be reduced. Armenak [8] proposes a formula for 

integration for shallow neural network with ReLU activation functions for constructing and 

training the target function. Weng [9] proposed a unique structure of ReLU networks to provide 

two computationally efficient algorithms Fast-Lin, Fast-Lip to verify Robustness property of 

ReLU networks. General deep ReLU neural networks to the modulus function were proposed [10] 

to learn a better unique model. With these research papers referred the importance and use of 

ReLU activation function in variety of datasets and fields.  Xiao [11] proposed to create a hidden 

layer for neural networks using ReLU activation function. This paved a way for creating multiple 

neurons with better results. Thus the ReLU activation was used for making activation function as 

one of the hidden layer. 

Objectives as follows: 

1. The Supplier dataset has varied types of data,  

2. To find a solution for Multi target class labels 

3. To reduce the gradient loss and increase the performance. 
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3. EXISTING WORK 

The existing work available was tanh-activation function in Attention based BiLSTM 

model for prediction. The previous work was done with the basis of Bidirectional LSTM with 

Attention layer and modified tanh function for Export dataset. The previous work does not suit  

for this data as it has multi class labels. The data set had mostly categorical words which need a 

unique model to analyse and predict. The existing work was not suited as the dataset framework 

was entirely different, so there was a need for proposed work. Modified tanh function with 

BiLSTM showed good performance for Export dataset. 

 

4. PROPOSED WORK 

Hybrid Activation Function in Attention based BiLSTM was proposed in this research 

work. Bidirectional LSTM is an algorithm based on Recurrent Neural networks. This algorithm 

is used in machine learning concepts.  For classification and prediction of the dataset, 

Bidirectional LSTM was used.  

BiLSTM uses the connectors and edges for transferring the data from Input to desired 

results. The pseudo code of the Hybrid Activation Function in Attention based BiLSTM 

proposed model was explained clearly in Algorithm 1. The proposed work does pre-processing 

first which consists of integers and characters. The numerical data would be separated and the 

categorical character data is separated and processed to form vectors. Class label was separated. 

The Cell size would be defined and passed to bidirectional LSTM. The bi directional LSTM 

classifies and trains the data works in forward and backward direction. Since the data was fed in 

both directions, training the model would be accurate .The trained output is passed to next 

attention layer. Customized activation with tanh and relu functions was given as input to 

attention layer. This converges the input to the next layer. The last layer is the dense layer which 

uses softmax function to form the output. The proposed model was checked with various metrics 

such as accuracy, precision, recall and loss functions. These metrics shows a positive note on 

increase in accuracy and decrease in loss. Thus the proposed model performance is better than 

existing model. 
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Algorithm1: HAF in Attention-BiLSTM 

Input: Supplier data set  

Output: Classification and Prediction of Supplier dataset 

 

Step 1: Compute the vector score (v0, v1, ….., vn for all categorical texts  

Step 2: Compute the binary variable for integer encoded predictor label  

i.e., y(0) is represented by an array of   {b(0), b(1), ……., b(n). 

Step 3:  Set cell dimensions for RNN and features 

Step 4: To define the model, set the units for LSTM, embedding, input and output. 

Step 5: Bi-LSTM layer formation to calculate the integrated sequence of inputs 

➢ Forward and backward LSTM Layer Concatenation based as defined below;  

c(t) = f(t) ⊕ b(t) 

Step 6: Set the hybrid tanh (HAF) as activation function for all layers except output layer 

  f = 0.5z * tanh (relu(z)) 

Step 7: Compute Attention layer  

➢ Compute Attention Weights and context vectors and return S 

𝑆 =  ∫ 𝑎𝑡ℎ𝑡
𝑁

𝑡=1
, where at = sigmoid (ct*v) and ct = f (b + wht) 

 w denotes weight, b denotes bias, ct*ν denotes CV (Context vector) 

Step 8: Compute hidden dense layer using HAF 

H(t) = f (d(t-1), x(t); θ), d(t-1) signifies previous hidden state, x(t) signifies input vector, θ is the parameter 

of HAF 

Step 9: Calculate the final value using softmax AF 

Step 10: n = 1 

For n ≤ epochs, 

  Run the input data through all layers 

Train the Network (N) 

End for 

Step 11: Loss calculation 𝐵𝑖𝑛𝑎𝑟𝑦 𝑐𝑟𝑜𝑠𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑙𝑜𝑠𝑠 =  −
1

𝑦
∑ 𝑦𝑖 . 𝑙𝑜𝑔𝑦𝑖

𝑦
𝑖=1 + (1 − 𝑦𝑖). 𝑙𝑜𝑔 (1 − 𝑦�̅�) 

 

Algorithm 1: Hybrid Activation Function in Attention based Bidirectional LSTM 
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4.1 Pre-processing 

Pre-processing of any data is the first step towards the analysis. The data was examined 

for the size and the parameters available. There are many pre-processing steps to be carried out. 

It depends upon the data set structures. There were missing values and it should be replaced by 

the apt values available in the dataset using fill forward method. Using this method the last valid 

data is updated to the missing values. The dataset consists of categorical values, numbers etc. 

The categorical values as words are isolated and transform those values to suitable numbers 

using Label encoder function. Label encoder function converts labels or words to numeric form 

into a machine readable form. Duplicates were removed to have unique values for analysis and 

convert to comma separated file for classification. 

4.2 Hybrid Activation Function in Attention based BiLSTM 

In the proposed model bidirectional LSTM was the base for classification and prediction. 

The Long short term memory algorithms internalize the concept of Artificial Neural Networks. 

The Artificial Neural Networks passes the inputs with connectors and edges in the layers. LSTM 

algorithm works on the same principle where the layers are connected through nodes. The 

proposed model have Input layer, Hidden Layer and output layer to extract the classification and 

prediction of the model. To improve the performance of the model on the basis of supervised 

learning, Bidirectional LSTM was introduced. The input parameters were passed to the hidden 

layer. BiLSTM classifies the data in both forward and backward directions. The convergence of 

the two outputs can be summed up, multiplied, concatenated etc. In the proposed work the 

forward and backward inputs were added together to form a desired output. 

The pre-processed data set is passed to the proposed model representing the embedding 

features, and the rnn cell size. Using Keras Backend in python, the methodology could be 

customized. The customized activation functions hybridized activation functions using ReLU 

and tanh were tested. The Rectified Linear Activation function will directly pass to the output 

layer if it is positive and if negative it gives zero.  

Most of the neural networks use the ReLU activation function as this shows better 

performance and easy to train and converge fully to other layers. ReLU and tanh activation 
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function were used as it overcomes vanishing gradient problems and learns and trains faster. The 

customized and hybridized activation function was passed to the attention layer. The inputs were 

classified using Bidirectional LSTM. The attention weights and the context vectors were 

calculated and converge to nodes to generate output layers. 

∝ (𝑥) = 0.5 ∗ 𝑥 ∗ 𝑔(max(0, 𝑥))                                                                     (1) 

∝ ′(𝑥) = 0.5 + tanh(max(0, 𝑥))[0.5−∝ (𝑥)]                                            (2) 

∝′′ (𝑥) = 1 − 2 ∗∝ ′(𝑥) tanh(max(0, 𝑥))                                                   (3) 

The proposed work is the hybrid activation which was a combination of tanh and relu 

activation functions. The equation 1 shows the basic equation where x as inputs, 0.5 as a constant 

value with relu function i.e the values converge from 0 to 1. In the previous work a constant 

value 0.5 was introduced so that only half of the inputs were passed as an input, so the results 

showed increased performance. The extension of previous work was taken as a base for the 

current work. The first derivation of the equation 1 was given in equation 2. The second 

derivations of equation 2 were given in equation 3.From the derivation, the proposed model 

concludes that the input converges and narrow down to lowest terms.  

The proposed work HAF in Attention- BiLSTM is represented in a diagrammatic form in 

Figure1. The Figure represents the sequence of proposed model. The inputs were given as X(0) , 

X(n)  and passed to the Embedding vector. The inputs were passed to BiLSTM where the inputs 

were trained and learned in forward and backward directions. The concatenations of both 

forward and backward inputs were passed to the attention and hidden layer. The novelty of the 

proposed work was done in the hidden layer which was the combination of activations and 

passed to Drop out layer and converges to the output as y. 
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Figure 1: Diagrammatic representation of HAF in Attention-BiLSTM 

4.4 Results and discussion 

The proposed work shows various results to compare the existing work with the novel work. 

HAF in Attention based Bidirectional LSTM show better performance compared to the existing 

work. The comparison shows with various metrics, to highlight a few metrics which was 

considered for this study was accuracy, AUC, Precision, Loss, and Recall.  

 

Figure 2: Output for the existing work 

 

Figure 3: Output for the proposed work 

Figure 2 and 3 represents metrics that was used to compare between tanh and HAF model. The 

observations [16] showed results to compare the metrics. Metrics are very important for making 
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right decisions. The benefits of finding the better model were to help in finding accurate results 

with less time. Accuracy is calculated based on the ratio of correctly predicted data by total 

number of data available. Figure 2 shows the accuracy of 92% with existing model. Figure 3 

show the accuracy of 94% with proposed model. Area under Curve (AUC) is a metric which 

summarizes the convergence of the curve. AUC of the model represents the measure of the 

values. The calculation is done using trapezoidal rule. If the AUC value is above 0.5, the model 

is better. If the AUC value is above 8, it is acceptable and if it is above 9 the model is 

represented as excellent. The higher the value of AUC shows better performance of the model. 

 The proposed model shows 0.9 as represented as Good result. Precision are called as positive 

predictive values and recall is the fraction of relevant instances that were retrieved [17].With all 

these selected metrics such as Accuracy, Precision , Recall and AUC the proposed work 

compared with existing work shows better results and performance. Table 1 represents the data 

comparing the existing model and the proposed model. The comparison was based on precision, 

recall and accuracy. The numbers shows the difference in the performance of existing and 

proposed work. 

 

 

Figure 4: comparison based on Accuracy  Figure 5: Comparison based on Loss function  
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Figure 6: comparison based on precision    Figure 7: comparison based on Recall  

 

 

 

 

Figure 8: comparison based on AUC   Figure 9: Overall graph represents all metrics  

 

Table 1: Comparison of Existing and proposed model 

Model Precision Recall Accuracy 

tanh-Attention-BiLSTM model 0.8842 0.8842 0.9228 

HAF in Attention-BiLSTM 0.9164 0.9164 0.9443 

 

CONCLUSION 

HAF in Attention-BiLSTM was proposed to analyze the performance of Suppliers to Auto 

Ancillary Manufacturers. Suppliers provide Raw materials to the product Manufacturers. Raw 

material has to maintain standard procedures for the quality and delivery aspects. If there was a 
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quality compromise, then the products manufactured would not give the quality expected by the 

customers. This is like a chain reaction for the quality maintenance and delivery logistics. The 

supplier raw materials would be a one of deciding factor for maintaining quality standards. The 

proposed model applies the hybrid of Activation functions such as tanh and ReLU to analyze the 

performance of the model. This model showed better performance comparing the existing model. 

The Proposed Model showed 94% of the Accuracy and increase in other metrics such as 

Precision, Recall and Area under curve. These metrics showed the increase in the performance 

compared with existing work. 
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