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Abstract. Machine Learning is one of the powrful tools which is used nowadays in prediction tasks. In this article,

we will use machine learning models to predict Brent oil price, and compare their performance. Which would help

investors to make the appropriate investments? decisions, especially under crisis circumstances. Several models

were tested to confirm the appropriate one, starting from the very standard models, multiple linear regression, and

finally try the recent developped ones, namely gradient boosting. We used as well a neural network model, Long

short-term memory (LSTM) given that it approved their performance for financial series.
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1. INTRODUCTION

The global energy crisis of 2021-2023 emerged directly in the wake of the COVID-19 pan-

demic in 2021, with much of the world facing shortages and rising of the oil , gas and electricity

markets. The crisis was triggered by a number of economic and geopolitical factors, including

the rapid economic recovery after the COVID-19 pandemic, which outstripped energy supplies

and turned into a widespread global energy crisis following the Russia’s invasion of Ukraine.
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Natural gas prices reached record highs, as did electricity prices in some markets. Oil prices

have reached their highest levels since 2008 as in [1].

Several research articles in the literature were dedicated to analyse and predict the oil price

series due to its importance in the commodities markets, and its impacts on the financial mar-

kets. The oil price could be impacted by several factors (inflation [2], fluctuation [3], crisis [7],

etc.). Which make the modeling of its volatility one of the famous research subjects.

Hence, the importance of making the appropriate decision when it comes to the investments

in energy in such crisis situation. Machine learning can play a significant role in oil price

prediction, which can, in turn, have a substantial impact on decision-making within the energy

industry and related sectors.

Generally in computer science, forecasting is an activity to predict future events by consider-

ing historic data. Several Forecasting models were subject to research studies and were used in

various sectors [8], [9].

The specific objective of this article is to use machine learning models to predict the oil prices,

compare their performance and showcase the shortcomings of each used model and focus on its

added value to make relevant predictions in the case of Brent oil time series.

Several predictive models were tested to confirm the appropriate one, starting from the very

standard models, multiple linear regression for instance, and finally try the most recent ones,

namely gradient boosting models with two different variants (XGBoost and LightGBM). We

used as well a neural network model, Long short-term memory (LSTM) given that it had ap-

proved its performance for various types of time series [10] and [11], and we aim at testing it for

the Oil Price financial series. The comparison is carried out in terms of accuracy and training

speed.

The added value of the article is mainly to confirm which one of the used models predict

with high performance the crude oil prices. Therefore, help the investors to make the right oil

investments’ decisions. To do so we will try to compare the most recent advances in supervised

machine learning (ML) and highdimensional models for time-series forecasting. We considered

both linear and nonlinear models.
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The paper is organized as follows: Section 2 describes the theoritical background of the used

models for this study, emphasizing the diferent hyper-parameters that need to be tuned. Section

3 presents the results of the comparison per model and finally, the conclusions of the study are

summarized in Section 4.

2. PRELIMINARIES

2.1. Multiple Linear Regression. The linear regression is one of the easiest and most com-

mon machine learning algorithms. It is a mathematical approach used to perform predictive

analysis.

Multiple linear regression (MLR), is a statistical method that uses several explanatory vari-

ables to explain and forecast the outcome of a response variable. It aims at modeling the linear

relationship between the explanatory (independent) variables and response (dependent) vari-

ables. Basically, multiple regression is the extension of ordinary least-squares (OLS) regression

because it involves more than one explanatory variable.

The model can be expressed as:

Yt = β0 +β1X t
1 + · · ·+βnX t

n + εt

Where Yt is the expected value of the dependent variable at the moment t, β0 is the regression

constant, β1 · · ·βn represent the regression coefficient, X1 · · ·Xn are the explanatory variables

and ε is the random error term at the moment t. More generally, the equation can be written as

follows:

Y = Xβ + ε

The object of (MLR) is to model the linear relationship between the explanatory variables Xand

dependent variable Y .

The solution of this equation in a matrix format is as follow:

β̂ =
(
XT X

)−1
XTY

Important part of the literature has revealed the relationship of correlation between oil price and

other commodities price in financial markets, for instance [12], [13] and analyzed the accuracy
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of linear models in predicting daily crude oil price [14]. Therefore the importance of having

enough information about the future oil prices.

The limitations of linear regression are that it often explores a relation between the mean of

the input variables (independent variable)and output variables. As the mean is not a full descrip-

tion of a single variable, linear regression is not a clear understanding of variable relationships.

Therefore, an analysis of the various factors is done using Multiple Linear Regression (MLR)

model. The dependent variable (target variable) is dependent on many independent variables,

in this case.

In order to make sure that the prediction is accurate, we can calculate some error metrics.

Error metrics allow to quantify forecasting models’ error.Hence, those metrics can help to

compare the effectiveness of forcasting models. So many error metrics have been used in the

literature, in this paper we will mainly use the common one defined in the following paragraph.

Suppose that Yt is the actual value and Ỹt is the predicted value by the model. T is the sample

size of observed time series data.

Root Mean Square Errors (RMSE):

RMSE can be defined as the standard deviation of the residuals values (differences between

predicted values and the observed values). It is calculated as follows [15]:

RMSE =

√√√√ T

∑
i=1

(
Ỹt−Yt

)2

T

2.2. Gradient Boosting. Gradient Boosting (GB) is an efficient method for solving nonlinear

classification and regression problems. The gradient boosting algorithm was proposed in 2016

and is a relatively new approach [16] Gradient Boosting is a machine learning technique used in

regression and classification tasks. It creates a prediction model as a set of other weak prediction

models, which are typically decision trees. Essentially, how boosting works is by adding new

models to correct the errors that previous ones made.

The idea behind their using as interpretation models is that all features are sequentially con-

sidered in each iteration of boosting to learn shape function for all features [16].
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In this section we will try to explain at a high-level th basic principles of Gradient Boosting

and its implementation in XGBoost algorithm based on the paper by Chen and Guestrin [17].

Consider the data set D = {(Xi,yi)} (i = 1 · · ·n, xi ∈ and yi ∈ R). That means as expalined in

[15] that we have m features for each of n observation examples which correspond to the target

(dependent) variable y. A tree ensemble prediction for a given observation i is produced as a

sum of predictions from K additive functions:

ŷi = φ(xi) =
K

∑
k=1

fk(xi), fk ∈ F

where F =
{

f (x) = ωq(x)
} (

q : Rm→ T,ω ∈ RT) is the space of regression trees, q repre-

sents the structure of each tree that maps an example to the corresponding leaf index, fk is a

regression tree predicting the value fk(xi) for the ith example. T is the number of leaves in

the tree. Each fk corresponds to an independent tree structure q and leaf weights ω . Unlike

decision trees, each regression tree contains a continuous score on each of the leaf, we use wi

to represent score on ith leaf [17].

By training an ensemble of regression trees, the model aims at minimizing the objective

function with loss term (l) and regularization term Ω.

L(φ) = ∑
i

l (yi, ŷi)+∑
k

Ω( fk)

With:

Ω( f ) = γT +
1
2

λ‖w‖2

where γ and λ are hyperparameters to penalize the model complexity defined by the number

of leaves T and leaf weight values ω (the output scores of the leaves). The loss function (l)

can be expressed in a form of the user?s interest, for instance, as the mean squared error for

regression problems [15]. Higher values of γ result in simpler tree. The value of γ controls the

minimum loss reduction gain needed to split an internal node.

The objective is minimizing the loss terms in an iterative manner by adding a regression tree

at each iteration. This leads us to the following objective function at tth iteration [18].

L(t) =
n

∑
i=1

l(yi, ŷt−1
i + ft(xi))+Ω( ft)
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With ŷt
i is the prediction of the i− th instance at the t− th iteration. As explained in [15],

applying a second order Taylor expansion and removing the terms independent of ft , it can be

shown that the following approximation of L can be obtained as follows [18]:

L̃(t) =
n

∑
i=1

[
gi ft(xi)+

1
2

hi f 2
t (xi)

]
+Ω( ft)

With gi and hi are the first and second order derivatives of l(yi, ŷt−1
i ) [12]. Defining I j =

{i|q(xi) = j} as the instance set of leaf j, a group of observations in the j− th leaf in a particular

tree structure and taking into account that the tree produces the same weights score for the

observations in one leaf, we can compute the optimal leaf weights ω j and the corresponding

optimal value of the objective approximation L̃t as in [17] and [18].

ω
∗
j =

∑i∈I j gi

∑i∈I j hi +λ

L̃t(q) =−1
2

T

∑
j=1

(
∑i∈I j gi

)2

∑i∈I j hi +λ
+ γZ

This latest equation experessing the value of L̃t(q) can be used as a scoring function to mea-

sure the quality of a tree structure q. This score is like the impurity score for evaluating decision

trees, except that it is derived for a wider range of objective functions [15].

And as explained in the original article [14], it is impossible to enumerate all the possible tree

structures q. A greedy algorithm that starts from a single leaf and iteratively adds branches to

the tree is used instead. If we assume that IL and IR are the instance sets of left and right nodes

after the split, and I = IL ∪ IR, then the loss reduction after the split is given by the following

equation:

Lsplit =
1
2

{ (
∑i∈IL gi

)2

∑i∈IL hi +λ
+

(
∑i∈IR gi

)2

∑i∈IR hi +λ
− (∑i∈I gi)

2

∑i∈I hi +λ

}
− γ

This formula is used for evaluating the split candidates.

XGBoost proposes a sparsity-aware algorithm for finding the best split. The sparsity of an

attribute can be caused by the presence of many zero valued entries and/or missing values. XG-

Boost removes automatically these values from the computation of the gain for split candidates.
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Light gradient boosting machine (LGBM) is a novel gradient boosting framework proposed

by Ke et al. in 2017 to address the efficiency and scalability problems of GBDT and XGB when

applied to problems with high-dimensional input features and large data volumes [19].

LightGBM implementation also proposes new features, which mainly are: Gradient-based

One-Side Sampling (GOSS) and Exclusive Feature Bundling (EFB) [20].

Gradient-based One Side Sampling (GOSS) is used for sampling the dataset in LightGBM

model implementation. GOSS is a technique used to build the training sets parts for building

the base trees in the ensemble. This technique aims at incrementing the importance of those

instances with higher uncertainty in their classifications. Those instances are identified as ones

with higher gradient [20]. When the GOSS option is set, the training sets for the base learners

are composed of the top fraction of the instances with the highest gradients (a) plus a random

sample fraction (b) retrieved from the instances with the lowest gradients. To compensate for

the change of the original distribution, the instances in the low gradient group are weighted up

by when computing the information gain [20].

Exclusive feature bundling (EFB) is a near-lossless method to reduce the number of effective

features. In the same time, EFB technique bundles sparse features into a single feature. This

can be done without losing any information when those features do not have non-zero values as

mentioned in [20].

Both GOSS and EFB provide further training speed gains as in [20]. Which makes XGBoost

models among the best performing.

2.3. Long-Short Term Memory. Long Short-Term Memory Networks is a deep learning,

sequential neural network that allows information to persist. It is a special type of Recurrent

Neural Network which is capable of handling the vanishing gradient problem faced by RNN

[19]. LSTM was designed by Hochreiter and Schmidhuber that resolves the problem caused

by traditional RNNs and machine learning algorithms.More specifically, RNNs remember the

previous information and use it for processing the current input. The shortcoming of RNN is

they cannot remember long-term dependencies due to vanishing gradient. LSTMs are explicitly

designed to avoid long-term dependency problems. LSTM can be implemented in Python using

the Keras library.
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Moreover, an important benefit of recurrent neural networks is their ability to use contextual

information when mapping between input and output sequences [21].

The vanishing gradient problem is illustrated schematically in Fig.1 as explained in [19].

FIGURE 1. The vanishing gradient problem for RNN

As mentionned in [19] The shading of the nodes in the unfolded network indicates their

sensitivity to the input data at time one (the darker the shade, the greater the sensitivity). The

sensitivity decays over time as new inputs overwrite the activations of the hidden layer (state),

and the network forgets the first inputs.

Instead of neurons, LSTM networks model have memory blocks connected through layers.

The LSTM model is basically developed to overcome the drawback of the RNNs by adding a

memory or cell state to the network. The added cell state is responsible for adding or removing

past information conisdering its relevance and importance to make the prediction.

The LSTM model has S cell-blocks connected in series, where S is the total time-steps or

length of input data.

Fig.2 presents the architecture of an LSTM with C features and D hidden units, the former C

is equivalent to the number of neurons in the classical neural network.
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FIGURE 2. An LSTM layer with multi-inputs and multi-outputs

Each LSTM cell consists of three adjusting-gate blocks to describe its state. The gates are

simple neural networks composed of weights, biases, and activation functions. The LSTM gates

can be described as follows [20]:

(1) Forget gate: It determines what information from the cell state ct−1 (as in Figure 3)

should not be considered based on information from the previous hidden state ht−1 and

the current input xt . To get the output vector, the current cell input xt is multiplied by

the weight matrix Wf while the previous hidden-state ht−1 is multiplied by the recurrent

weight matrix R f . And the resulting output are added to a bias vector b f . Finally,

a sigmoid function σg is activated to get the output vector ft that has values varying

between 0 and 1. The value 0 means no information from the previous time-step of

cell state is allowed to flow (not important information), while the value 1 means all

previous information of the memory is allowed to flow (extremely important). If the

information is partially relevant, the function outputs a value between 0 and 1. The

following formula describes mathematically this process as in [20]:

ft = σg
(
Wf xt +R f ht−1 +b f

)
(2) Update gate: It is used to update the cell state or memory (output of the forget gate in the

previous step). It contains two parts of neural networks: input gate it and candidate cell

gt , and are fed with the same inputs used for the forget gate (ht−1 and xt). However, the
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weights, biases, and activation functions of it and gt branches are different. For the input

gate branch it , we have the input variables xt and ht−1 weighted by the matrices Wi and

Ri, respectively and biased with bi, and finally activated using a sigmoid function σg.

The same thing for the candidate state branch gt using the denoting letter i instead of g,

and replacing the sigmoid function σg with a tan hyperbolic (tanh or σs) to squishes the

data between −1 and 1. The input branch is used to control the output of the squished

data (the candidate state). Finally, the outputs of these two neural networks ft and gt are

multiplied to produce the output of the update gate. Mathematically, the two networks

can be written as follows [20]:

it = σg (Wixt +Riht−1 +bi)

gt = σs (Wgxt +Rght−1 +bg)

where σs denotes the state activation function.

(3) Output gate: It is used to get the current hidden state ht . We apply the same for the

output gate. We combined input (xt and ht−1) to a sigmoid function σg after multiplied

with the respective weights Wo and Ro, and added to the bias bo. The resulting output

ot is multiplied with the current cell state ct after squished to the range [−1,1] using the

tanh function σs. As in [20] mathematically, the output gate can be written as follow:

ot = σg (Woxt +Roht−1 +bo)

And the new cell-state ct and hidden-state ht are:

ct = ft ∗ ct−1 + it ∗gt

ht = os ∗σs (ct)

The operator ∗ refers to the Hadamard multiplication (element-wise or pointwise oper-

ation.

So the forget gate allows the model to determine what information from the past memory

is relevant to keep and forget the irrelevant ones. The input gate allows to update the relevant

memory from the past block and generate the current memory used in the next one. And fi-

naly,the output gate allows to compute the output of the current block and the next hidden-state.
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To be noted that the three gates have the same inputs consisting of three copies of the previous

hidden state and the current input combined. The LSTM memory or cell state that is used by

the network to learn about the sequence order of input data.

The Fig. 3 is illustrating the different gates of an LSTM layer with multiple inputs as ex-

plained in [20].

FIGURE 3. An LSTM layer with multi-inputs and multi-outputs

LSTMs can be used to model univariate time series forecasting problems (i.e. problems

comprised of a single series of observations and a model is required to learn from the series of

past observations to predict the next value in the sequence).

3. MAIN RESULTS

Having the right dataset is undoubtedly one of the most important condition of any prediction

process. In this case scenario, the dataset we need is an archive of oil prices for the last years.

We are going to use more than twenty years of Crude Oil - Brent Europe prices starting from

January 1st, 2000 up to December 20th, 2022. Please note that the used data is available via

Python API: Brent-Europe ”FRED/DCOILBRENTEU”.

We are now going to proceed by visually plotting our data in the form of a graph for better

analysis. Therefore the Fig. 4 prsents the historical prices of Brent crude oil for the observed

period.
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FIGURE 4. Crude Oil Prices: Brent - Europe

We can see clearaly from the graph in Fig.4 that in periods of 2008 and 2020 which coincide

with the crisis times, oil prices have fallen drastically.

3.1. Multiple Linear Regression. Linear regression is the first model that we will use. We

choose to use the moving averages for the past three and five days as models features. To

be noted that a feature is a measurable property of an object we are analyzing. In a dataset,

features appear as columns and are the different characteristics of an object. Which means that

the moving average will be the explanatory variables.

After setting up the dataset, we will split our dataset into two distinct parts. We will use 80%

of our data as a training set, responsible for training the model. The rest 20% will be used as

testing set, used to estimate the accuracy of the model. This way and by connecting the input

from the training dataset with the expected result from the testing dataset, we will be able to

create a linear regression model.

The last step will be fitting the dependent and explanatory variables and create a constant and

a coefficient for the regression. So to check if our model works we will plot the price that our

model predicted, as well as the actual price on the same graph for comparison.
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FIGURE 5. Crude Oil Predicted Prices (LR): Brent - Europe

Having a look on the graph on Fig. 5, what immediately stands out is that the linear re-

gression based model did very well and that the predicted values are very close from the actual

ones. However to confirm the visual observation, we calculated the the Root Mean Square Error

(RMSE) of the model, we got a value of 1.49. Knowing that the RMSE measures the average

difference between the statistical model?s predicted values and the actual values. Mathemati-

cally, it is the standard deviation of the residuals. So the RMSE quantifies how dispersed these

residuals are, revealing how tightly the observed data clusters around the predicted values.

Therefore, the linear regression model did very well in predicting the crude brent oil prices

using moving averages features. Let’s see how the other models will perform in predicting oil

prices.

3.2. Long-Short Term Memory. In this section we will apply the Long short-term memory

(LSTM) to our dataset and compare it with the previous (MLR) model. We applied the LSTM

model to the same dataset that we used in the previous sections. The figure 6 below present the

predicted values for used data.
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FIGURE 6. Crude Oil Predicted Prices (LSTM): Brent - Europe

Having a look on the figure 6, we can see obviously the accuracy of the predicting model.

The predicted values matches well with the test data. To confirm this observation we calculated

the Root Mean Square Error (RMSE) of the used model, we got 1.61 as RMSE score calculated

on test data, which is a very good score for a forecasting model.

So, if we want to compare the regression models tested so far, namely the Multiple Linear

Regression and the Long Short term Memory based models, we can say that both of them can

forcast the crude oil very well, more specifically, the linear regression based model did better if

we consider the RMSE as metric.

3.3. Gradient Boosting. We will apply the Gradient Boosting model to our dataset. The Fig.

7 below presents the result.
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FIGURE 7. Crude Oil Predicted Prices (XGB): Brent - Europe

To be noted that XGBoost (XGB) is a type of gradient boosting model that uses regression

tree-building techniques (Gradient Boosting Decision Tree - GBDT) to predict its final value. It

usually requires extra tuning to reach peak performance.

The Fig.7 allows us to conclude that the XGBoost model works fine also to predict the brent

oil price. To confirm this statement, we calculated the accuracy of the model which coorepond

to R2, coeffecient of determination, we get a value of 98.44%. To be noted that the coefficient of

determination is a number between 0 and 1 that measures how well a statistical model predicts

an outcome.

Another gradient boosting model is the light gradient boosting machine algorithm ? also

known as LGBM or LightGBM. It is quite similar to XGBoost as it uses too decision trees to

classify data.

LightGBM is an improved version of XGBoost with four aspects improved as mentionned in

[21].

• LightGBM?s algorithm incorporates GOSS (Gradient-based One-Side Sampling) algo-

rithm which strikes a good balance between the number of samples and precision for

the decision tree. In training phase of the model, more importance to the samples with

larger gradients, which also have more influence on the gain.

• LightGBM uses a histogram to identify the optimal segmentation point.
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• LightGBM reduces the feature dimension to a certain extent by means of Exclusive

Feature Bundling (EFB).

• LightGBM uses a leaf-wise algorithm with depth limitation instead of the traditional

level-wise, which improves accuracy and prevents overfitting.

As we did for the previous models, we plotted the predicted and actual prices for the test

dataset. Fig. 8 shows the results obtained.

FIGURE 8. Crude Oil Predicted Prices (LGBM): Brent - Europe

The Fig. 8 allows us to conclude that the LGBM model works fine also to predict the brent

oil price. To confirm it we calculated the score of the model, we get a value of 98.56%. We

can also apply the cross-validation method to evaluate the training score, we get a value of 0.94.

Which it a very good score of the model.

So, from the obtained results, the LGBM model was more performant and efficient comparing

to the XGB.

4. CONCLUSION

Based on the obtained results of the implemented models, we can say that the tested models,

namely mulitple linear regression based model, long short term memory and gradient boosting

ones have proven to be efficient and accurate to predict the Brent crude oil price.
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And, looking to the performance indicators, the Light Gradient Boosting Machine algorithm

(LGBM) were more performant than the XGBoost one with 98.56% accruacy and it was more

efficient than the LSTM in terms of time consuming.This result was expected as LGBM is one

of the trending techniques nowadays, so it comes as no surprise that this algorithm is favored in

time series prediction and the machine learning community in general.

This comparative exercice allow us to confirm that there are severale machine leraning mod-

oels that allow to predict the brent crude oil prices with hight accruacy.However, LGBM was the

most accurate and efficient one that allows to predict perfectly the future oil prices even under

crisis circumstances. Therefore, this model could be used by investors to hedge their positions

on Brent oil, and to make appropriate decisions when it comes to this commodity.
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