
Available online at http://scik.org

J. Math. Comput. Sci. 2025, 15:4

https://doi.org/10.28919/jmcs/8958

ISSN: 1927-5307

CONTROLLABILITY RESULTS IN α-NORM FOR SOME PARTIAL
FUNCTIONAL INTEGRODIFFERENTIAL EQUATIONS WITH INFINITE DELAY

IN BANACH SPACES

NGUESSOLTA MADJISSEMBAYE1, DJENDODE MBAINADJI2,∗, SYLVAIN KOUMLA3,

ISSA ZABSONRE4
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4Université Joseph KI-ZERBO, Département de Mathématiques B.P.7021 Ouagadougou 03, Burkina Faso

Copyright © 2025 the author(s). This is an open access article distributed under the Creative Commons Attribution License, which permits

unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Abstract. This work concerns the controllability in the α-norm for some partial functional integrodifferential

equations with infinite delay in Banach spaces. We give sufficient conditions ensuring the controllability by as-

suming that the undelayed part admits a resolvent operator in the sense of Grimmer [7] and that the delayed part

is continuous with respect to the fractional power of the generator. The results are obtained using the Schauder’s

fixed-point theorem.
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1. INTRODUCTION

In this work, we study the controllability in the α-norm for the following partial functional

integrodifferential integrodifferential equation
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(1.1)

 x′(t) =−Ax(t)+
∫ t

0
B(t− s)x(s)ds+ f (t,xt)+Cu(t) for t ≥ 0

x0 = ϕ ∈Bα ,

where −A : D(A)→ X is the infinitesimal generator of a compact analytic semigroup of uni-

formly bounded linear operators, on a Banach space X , Bα defined by

Bα = {ϕ ∈B; ϕ(θ) ∈ D(Aα) for θ < 0 and Aα
ϕ ∈B} with ‖ϕ‖Bα

= ‖Aα
ϕ‖B,

is a subset of B, where B is a Banach space of functions mapping from ]−∞,0] into X and

satisfying some axioms that will be introduced later.

For 0 < α < 1, Aα is the fractional α-power of A. This operator (Aα ,D(Aα)) will be describe

later.

For x ∈Bα and t ∈ [0,b], xt denotes the history function of Bα defined by

xt(θ) = x(t +θ) for θ ≤ 0,

f :R+×Bα→ X is a continuous function. For t ≥ 0, B(t) is closed linear operator with domain

D(B) ⊃ D(A). The control u(.) belongs to L2(J,U) which is a Banach space of admissible

controls, where U is a Banach space and J = [0,b]. The operator C belongs L (U,X), the

Banach space of bounded linear operator from U in to X . function.

A dynamical system is a system that evolves over time through the iterated application of

an of an underlying dynamical rule. It is a mathematical model usually constructed to study a

physical phenomenon that evolves over time. that evolves in time. This model usually consists

mainly of ordinary differential equations, partial differential equations, or functional differential

equations that describe the which describe the evolution of the process under study in mathe-

matical terms. mathematical terms. Controllability plays an essential role in the development

of modern mathematical control systems. It has many important applications not only in theory,

but also in areas such as industrial and chemical process control, reactor control, and chemical

process control, reactor control, control of bulk electrical power systems, aerospace engineer-

ing, and, more recently, quantum systems theory. For all these reasons some recent contribution

have been made by many authors, see for instance [5, 10, 11, 15, 16, 17] and the references

therein.
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In [6] the authors proved the controlability of an integrodifferential system with nonlocal

conditions by making use of the measure of noncompactness and the Mönch fixed-point Theo-

rem.

In [20] Issa Zabsonre considered the following impulsive differential system with infnite delay

(1.2)



u′(t) = Au(t)+ f (t,ut)+Bv(t), for t ∈ J = [0,b], t 6= tk, k = 1,2, . . . ,m,

∆u(tk) = u(t+k )−u(t−k ) = Ik(u(t−k )), k = 1,2, . . . ,m,

u0 = ϕ ∈Bhα
.

Using Schauder’s fixed-point theorem, he proved the controllability of the solution in the

α-norm for the equation (1.2). To do this, the author assumed that the linear part generates a

compact analytic semigroup on a Banach space X and that the delayed part is continuous with

respect to the fractional power of the generator.

Recently, in [13] Djendode Mbainadji considered the following impulsive partial functional

differential system with infnite delay

(1.3)



x′(t) =−Ax(t)+
∫ t

0
B(t− s)x(s)ds+ f (t,xt)

+Cu(t), for t ∈ J = [0,b], t 6= tk, k = 1,2, . . . ,m,

∆x(tk) = x(t+k )− x(t−k ) = Ik(x(t−k )), k = 1,2, . . . ,m,

x0 = ϕ ∈Bhα
,

By assuming that the undelayed part admits a resolvent operator in the sense of Grimmer and

that the delayed part is continuous with respect to the fractional power of the generator. The

author obtained the controllability results by using the Schauder fixed-point theorem.

To establish our results, let’s remember that.

In [8], Grimmer proved the existence and uniqueness of resolvent operators for these integrod-

ifferential equations that give the variation of parameters formula for the solution.

In [19], Desch et al. proved the equivalence of the compactness of the resolvent operator and
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that of the operator semigroup.

To the best of the author knowledge, the controllability in the α-norm of the equation (1.1),

has been an untreated topic in the literature, and this fact is the main aim and motivation of the

present work. which is the mean motivation of this paper.

The organisation of this work as follows: In section 2, we recall some preliminary results about

analytic semigroups and fractional power associated to its generator will be used throughout

this work and some useful results on the analytic resolvent operator. This allows us to define

the mild solution of Eq. (1.1). In section 3, we study the controllability of Eq.(1.1). In section

4 we give an exemple to illustrate this work.

2. PRELIMINARY RESULTS

Let (X ,‖.‖) be a Banach space and α such that 0 < α < 1, let be a constant such that 0 <

α < 1 and let −A be the infinitesimal generator of a bounded analytic semigroup of linear

operator (T (t))t≥0 on X . We assume without loss of generality that 0 ∈ ρ(A). Note that if the

assumption 0 ∈ ρ(A) is not satisfied, one can substitute the operator A by the operator (A−σ I)

with σ large enough such that 0 ∈ ρ(A−σ I). This allows us to define the fractional power

Aα for 0 < α < 1, as a closed linear invertible operator with domain D(Aα) dense in X. The

closeness of Aα implies that D(Aα), endowed with the graph norm of Aα , |x|= ‖x‖+‖Aαx‖, is a

Banach space. Since Aα is invertible, its graph norm |.| is equivalent to the norm |x|α = ‖Aαx‖.

Thus, D(Aα) equipped with the norm |.|α , is a Banach space, which we denote by Xα . For

0 < β ≤ α < 1, the imbedding Xα ↪→ Xβ is compact if the resolvent operator of A is compact.

Also, the following properties are well known.

Proposition 2.1. [2] Let 0 < α < 1. Assume that the operator−A is the infinitesimal generator

of an analytic semigroup (T (t))t≥0 on the Banach space X satisfying 0 ∈ ρ(A). Then we have

(i) T (t) : X → D(Aα) for every t > 0,

(ii) T (t)Aαx = AαT (t)x for every x ∈ D(Aα) and t ≥ 0.

(iii) for every t > 0, AαT (t) is bounded on X and there exist Mα > 0 and ω > 0 such that

‖AαT (t)‖ ≤Mαe−ωtt−α for t > 0,
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(iv) if 0 < α ≤ β < 1, then D(Aβ ) ↪→ D(Aα),

(v) there exists Nα > 0 such that

‖(T (t)− I)A−α‖ ≤ Nαtα for t > 0.

Recall that A−α is given by the following formula

A−α =
1

Γ(α)

∫ +∞

0
tα−1T (t)dt,

where the integral converges in the uniform operator topology for every α > 0.

Consequently, if T (t) is compact for each t > 0, then A−α is compact.

We also collect some basic results about resolvent operators. Consider the following

linear nonhomogeneous equation

(2.1)


v′(t) = Av(t)+

∫ t

0
B(t− s)v(s)ds for t ≥ 0

v(0) = v0 ∈ X ,

where A and B(t) are closed linear operators on a Banach space X.

Definition 2.2. [7] A resolvent operator for equation (2.1) is a bounded operator valued func-

tion R(t) ∈B(X) for t ≥ 0 such that

(a) R(0) = I and |R(t)| ≤ Neβ t for some constants N and β .

(b) For all x ∈ X, R(t)x is strongly continuous for t ≥ 0.

(c) R(t) ∈B(D(A)) for t ≥ 0. For x ∈ Y , R(.)x ∈C1([0,+∞[;X)∩C([0,+∞[;D(A)) and

R′(t)x = −AR(t)x+
∫ t

0
B(t− s)R(s)xds

= −R(t)Ax+
∫ t

0
R(t− s)B(s)xds for t ≥ 0.

The resolvent operator will play an interesting role to investigate the existence of solution of

Eq. (2.1). The existence of an analytic resolvent operator has been discussed in [7] under the

following assumptions. The notation f ∗ denotes the Laplace transform of f .

(V1): −A generates an analytic semigroup (T (t))t≥0 on X . (B(t))t≥0 is a closed operator on
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X with domain at least D(A) a.e t ≥ 0 with B(t)x strongly measurable for each x ∈ D(A) and

‖B(t)x‖ ≤ b(t)‖x‖1 for b ∈ L1
loc(0,∞) with b∗(λ ) absolutely convergent for Reλ > 0.

(V2): ρ(λ ) = (λ I +A−B∗(λ ))−1 exists as a bounded operator on X which is analytic for

λ ∈ Λ = {λ ∈ C : |arg(λ )| < π

2 + δ} , where 0 < δ < π

2 . In Λ if |λ | ≥ ε > 0 there exists

M = M(ε)> 0 so that ‖ρ(λ )‖ ≤ M
|λ | .

(V3): Aρ(λ ) ∈ L (X) for λ ∈ Λ and is analytic from Λ to L (X). B∗(λ ) ∈ L (Y,X) and

B∗(λ )ρ(λ ) ∈L (Y,X) for λ ∈ Λ. Given ε > 0, there exists a positive constant M = M(ε) so

that for x∈Y and λ ∈Λ with |λ | ≥ ε ‖Aρ(λ )x‖+‖B∗(λ )ρ(λ )x‖< M
|λ |‖x‖ and ‖B∗(λ )‖→ 0 as

|λ | →+∞ in Λ. In addition, ‖Aρ(λ )x‖ ≤M|λ |n for some n > 0, λ ∈ Λ with , |λ | ≥ ε . Further,

there exists D ⊂ D(A2) which is dense in Y such that A(D) and B∗(λ )(D) are contained in Y

and ‖B∗(λ )x‖ is bounded for each x ∈ D and λ ∈ Λ with |λ | ≥ ε .

Moreover, the resolvent operator is given by R(0) = I and

R(t)x =
1

2πi

∫
γ

eλ t(λ I−A−B∗(λ ))−1xdλ , for t > 0,

where

γ = γ1∪ γ2∩ γ3,

with

γ1 =
{

reiϕ : r ≥ 1
}

, γ2 =
{

eiθ :−ϕ ≤ θ ≤ ε
}

, γ3 =
{

re−iϕ : r ≥ 1
}

,

where π

2 < ϕ < π

2 +δ and δ > 0.

Furthermore, for a > 0 there exist N,Kα > 0 such that

‖R(t)‖ ≤ N and ‖AαR(t)‖ ≤ Kαt−α , 0 < t ≤ a, 0 < α < 1.

Remark 2.3. [12] Generally, the commutative between Aα and R(t) is not true. But if we

assume that

B∗(λ )A−αx = A−αB∗(λ )x, for any x ∈ D(A),

then the commutativity holds. In fact for x ∈ D(Aα), we have Aαρ(λ )x = ρ(λ )Aαx.

Hence

AαR(t) = R(t)Aα .
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Note that this commutativity can be realized in a number of situations. For example, let

B(t) = β (t)A, where β is a scalar function on ]0,+∞[, then the linear problem 2.1 becomes:
v′(t) = Av(t)+

∫ t

0
β (t− s)Av(s)ds for t ≥ 0

v(0) = v0 ∈ X .

If we assume the following conditions:

(V’1): A generates an analytic semigroup on X . In particular

∧1 =
{

λ ∈ C : |argλ |< (
π

2
)+δ1}, 0 < δ1 <

π

2
,

is contained in the resolvent set of A and ‖(λ I−A)−1‖ ≤ M
|λ | on λ1 for some constant M > 0,

the scalar function β (.) in L1(0,+∞) with β ∗(λ ) is absolutely convergent for Reλ > 0, where

β ∗(λ ) denotes Laplace transform of β (t).

(V’2): There exists ∧=
{

λ ∈ C : |argλ |< π

2 +δ2}, 0 < δ2 <
π

2 , so that λ ∈ ∧ implies

g1(λ ) = 1+β ∗(λ ) 6= 0. Furthermore, λg−1
1 (λ ) ∈ ∧1 for λ ∈ ∧.

(V’3): In ∧, β ∗(λ )−→ 0 as |λ | −→+∞.

Then according to [7], the afore-mentioned conditions (V’1)−(V’3) are fulfilled, and hence the

resolvent operator R(t) is analytic and AαR(t)x = R(t)Aαx for any x ∈ D(Aα).

The basic theory for the existence of resolvent operator is given in [7, 8, 19].

We make the following hypothesis

(H0) The semigroup (T (t))t≥0 is compact for t > 0.

Theorem 2.4. [19] Assume that (V1)-(V3) and (H0) hold. Then the corresponding resolvent

operator (R(t))t≥0 of Eq. (2.1) is also compact for t > 0.

Now consider the following system:

(2.2)


x′(t) = Ax(t)+

∫ t

0
[B1(t− s)−B2(t− s)]x(s)ds for t ≥ 0

x(0) = x0 ∈ X .
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where B1(t) and B2(t) are closed linear operators in X and satisfy (V3). Then we have the

following Lemma and corollary coming from [19].

Lemma 2.5. [19] (Perturbation result). Assume that (V1), (V2) and (V3) hold and Let

(RB1(t))t≥0 be a resolvent operator of Eq. (2.1) and (RB1+B2(t))t≥0 be a resolvent operator

of Eq.(2.5). Then

RB1+B2(t)x−RB1(t)x =
∫ t

0
RB1(t− s)Q(s)xds

where the operator Q is defined by

Q(t)x =
∫ t

0
B′2(t− s)

(∫ s

0
RB1+B2(τ)xdτ

)
ds+B2(0)

∫ t

0
RB1+B2(s)xds,

Q is uniformly bounded on bounded intervals, and for each x∈X, Q(.)x belongs to C([0,∞);X).

Corollary 2.6. [19] Let A be a closed, densely defined linear operator in X, B(t) = 0 for all

t ≥ 0, and (R(t))t≥0 be a resolvent operator for Eq. (2.1). Then (R(t))t≥0 is a C0-semigroup

with infinitesimal generator A.

To establish, the following next result, the authors made the following hypothesis.

(H1): B(t) ∈L (Xβ ,X) for some 0 < β < 1, a.e t ≥ 0 and ‖B(t)x‖ ≤ b(t)|x|β for x ∈ Xβ , with

b ∈ Lq
loc(0,∞) where q > 1

(1−β ) .

Theorem 2.7. [3] Assume that (V1)-(V3) and (H1) hold. Then for any a > 0, there exists a

positive constant M = M(a) such that for x ∈ X we have∥∥∥Aβ

[
R(t +h)x−R(t)R(h)x

]∥∥∥≤M
∫ t

0

ds
(t− s)β

ds for 0≤ h < t ≤ a.

Definition 2.8. A mild solution of Eq.(1.1) is a function x ∈ C(]−∞,b],Xα) satisfiying the

relation

(2.3) x(t) =


R(t)ϕ(0)+

∫ t

0
R(t− s)[ f (s,xs)+Cu(s)]ds for t ∈ J,

ϕ(t) for −∞≤ t ≤ 0.

Definition 2.9. Equation (1.1) is said to be controllable on the interval J, if for every ϕ ∈ Cα

and x1 ∈ X, there exists a control u ∈ L2(J,U) such that a mild solution x of Eq.(1.1) satisfies

the condition x(b) = x1.
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3. CONTROLLABILITY RESULTS

In this section, we give sufficient conditions ensuring the controllability of Eq. (1.1). For that

goal, we need to assume that

(B, |.|B) is a normed linear space of functions mapping ]−∞,0] into X and satisfying the

following fundamental axioms.

(A1) There exist a positive constant H and functions K(.),M(.) : R+→R+, with K continuous

and M locally bounded, such that for any σ ∈R and a > 0, if x :]−∞,a]→ X , xσ ∈B, and x(.)

is continuous on [σ ,σ +a], then for every t ∈ [σ ,σ +a] the following conditions hold

(i) xt ∈B,

(ii) |x(t)| ≤ H|xt |B, which is equivalent to |ϕ(0)| ≤ H|ϕ|B for every ϕ ∈B

(iii) |xt |B ≤ K(t−σ) sup
σ≤s≤t

|x(s)|+M(t−σ)|xσ |B.

(A2) For the function x(.) in (A1), t 7→ xt is a B-valued continuous function for t ∈ [σ ,σ +a].

(A3) The space B is a Banach space.

Lemma 3.1. [1] Assume that A−αϕ ∈ B for ϕ ∈ B, where (A−αϕ)(θ) = A−α(ϕ(θ)) for

θ ∈]−∞,0]. Then Bα satisfies all the axiomes (A1)-(A3).

(H2) The linear operator: W : L2(J,U)→ Xα defined by

Wu =
∫ b

0
R(b− s)Cu(s)ds

has an induced operator W−1 which takes values in L2(J,U)/kerW and there exists positive

constant M > 0 such that ‖CW−1‖ ≤M.

(H3) The function f : J×Bα → X satisfies the following conditions.

(i) f (.,ϕ) is measurable for ϕ ∈Bα and f (t, .) is continuous for a.e t ∈ J,

(ii) for each positive number q, there exists a continuous nondecreasing function lq such that

sup
‖ϕ‖Bα

≤r
‖ f (t,ϕ)‖ ≤ lq(t) for a.e t ∈ I and t−α lq ∈ L1(J,R+) and

liminf
r→+∞

1
q

∫ b

0

lq(s)
(b− s)α

dt = σ <+∞.
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Let

Rb = sup
t∈[0,b]

‖R(t)‖, Kb = max
0≤t≤b

K(t) and Mb = max
0≤t≤b

M(t).

Theorem 3.2. Asumme that (V1)-(V3) and (H0)-(H3) hold. Let ϕ ∈Bα such that ϕ(0)∈D(A)

and assume that (
1+MRbb

)
KαKbσ < 1.

Then Eq.(1.1) is controllable on J.

Proof. Using (H2) and given an arbitrary function x(.), we define the control by the following

formula

ux(t) =W−1
{

x1−R(b)ϕ(0)−
∫ b

0
R(b− s) f (s,xs)ds

}
(t) for ∈ J.

Now define the following space

Zb = {x :]−∞,b]→ Xα , such that x/J ∈C([0,b],Xα) and x0 ∈Bα},

where x/J is the restriction of x to J.

For each x ∈ Zb, we define its continuous extension x̃ from ]−∞,b] to Xα as follows

x̃(t) =


x(t) for t ∈ [0,b],

ϕ(t) for t ∈]−∞,0],

we show using control that the operator F : Zb→ Zb defined by

(Fx)(t) = R(t)ϕ(0)+
∫ t

0
R(t− s)[ f (s, x̃s)+Cux(s)]ds for t ∈ J.

We show using this control that te operator F has a fixed point. This fixed point is then a mild

solution of Eq. (1.1). Observe that (Fx)(b) = x1. This means that the control ux steers in

integrodifferential equation ϕ to x1 in time b which implies the Eq.(1.1) is controllable on J.

For each ϕ ∈Bα , such that ϕ(0) ∈ Xα , we define the function y ∈ C([0,b],Xα) by y(t) =

R(t)ϕ(0) and its extension ỹ ∈C(]−∞,b],Xα) by
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ỹ(t) =


y(t) for t ∈ [0,b],

ϕ(t) for t ∈]−∞,0].

For each z∈C([0,b],Xα), let x̃(t) = z̃(t)+ ỹ(t), where z̃ is it extension by the zero of the function

z ∈ [−r,0]. Observe that x satisfies Eq.(2.3) if and only if z(0) = 0 and

z(t) =
∫ t

0
R(t− s)[ f (s, z̃s + ỹs)+Cuz(s)]ds for t ∈ [0,b].

We define

Z0
b = {z ∈ Zb : z(0) = 0}

and let us pose ‖z‖Z0
b
= sup

0≤s≤b
|z(s)|α . Thus (Z0

b ,‖.‖Z0
b
) is Banach space.

Define the operator K : Z0
b → Z0

b by

(K x)(t) =
∫ t

0
R(t− s)[ f (s, z̃s + ỹs)+Cuz(s)]ds for t ∈ [0,b].

Note that the operator F has a fixed point if and only if K has one. So to prove that F has a

fixed point, we only need to prove that K has one. For each positive number q,

let Bq = {z ∈ Z0
b : ‖z‖Bα

≤ q}. Then for any z ∈ Bq and by A1− (ii), we have

‖zs + ys‖Bα
≤ ‖zs‖Bα

+‖y‖Bα

≤ Mb‖z0‖Bα
+Kb sup

s∈[0,b]
|z(s)|α +Mb‖y0‖Bα

+Kb sup
s∈[0,b]

|y(s)|α

≤ Kb‖z‖Z0
b
+Mb‖ϕ‖Bα

+Kb sup
s∈[0,b]

|R(s)ϕ(0)|α

≤ Kb‖z‖Z0
b
+Mb‖ϕ‖Bα

+KbRb|ϕ(0)|α

≤ Kbq+Mb‖ϕ‖Bα
+KbRbH‖ϕ‖Bα

≤ Kbq+
(

Mb +KbRbH
)
‖ϕ‖Bα

Thus

(3.1) ‖zs + ys‖Bα
≤ Kbq+

(
Mb +KbRbH

)
‖ϕ‖Bα

= q′

We shall prove the theorem in the following steps.
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Step 1:

We claim that there exists q > ‖ϕ‖Bα
such that K (Bq) ⊂ Bq. We proceed by contradiction.

Assume that it is not true. Then for each positive number q, there exists zq ∈ Bq, such that

K (zq) /∈ Bq for some τ ∈ [0,b].

Thus we have

q < |K (zq)(τ)|α ≤ |
∫ t

0
R(t− s)[ f (s, z̃q

s + ỹs)+Cuzq(s)]|αds

<
∫ t

0
|R(t− s) f (s, z̃q

s + ỹs)|αds+
∫ t

0
|R(t− s)Cuzq(s)|αds

<
∫ t

0
|R(t− s) f (s, z̃q

s + ỹs)|αds+
∣∣∣∫ t

0
R(t−ξ )CW−1

[
x1−R(b)ϕ(0)−

∫ b

0
R(b− s) f (s,zq

s )ds
]
dξ

∣∣∣
α

.

Then, we obtain

q < Kα

∫ t

0

lq′(s)
(t− s)−α

ds+MRbb
[
|x1|α +Rb|ϕ(0)|α +Kα

∫ t

0

lq′(s)
(b− s)α

ds
]

< MRbb
(
|x1|α +Rb|ϕ(0)|α

)
+
(

1+MRbb
)

Kα

∫ t

0

lq′(s)
(b− s)α

ds

where Rb = sup{‖R(t)‖ : t ∈ [0,b]} and q′ := Kbq+q0 with q0 :=
(

Mb +KbRbH
)
‖ϕ‖Bα

.

On the other hand we shall show that function g : t 7→
∫ t

0

lq′(s)
(t− s)α

ds is nondecreasing on [0,b].

In fact, let t; t ′ ∈ [0,b] such that t < t ′. Then we have∫ t

0

lq′(s)
(t− s)α

ds =
∫ t

0

lq′(t− s)
sα

ds

≤
∫ t

0

lq′(t ′− s)
sα

ds

≤
∫ t ′

0

lq′(t ′− s)
sα

ds = g(t ′).

Dividing both sides by q and noting that q′ = Kb +q0→+∞ as q→+∞.

We have

1 <
MKαb

(
|x1|α +Rb|ϕ(0)|α

)
q

+

(
1+MRbb

)
Kα

q

∫ b

0

lq′(s)
(b− s)α

ds

and

liminf
q→+∞

1
q

∫ b

0

lq′(s)
(b− s)α

ds = liminf
q→+∞

1
q′

∫ b

0

lq′(s)
b(−s)α

ds× q′

q
= Kbσ
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It follows that

1 <
(

1+MRbb
)

KαKbσ

which gives contradiction. Consequently K (Bq)⊂ Bq for each q > 0.

Step: 2 K : Z0
b → Z0

b is continuous. In fact let K = K1 +K2, where

(K1z)(t) =
∫ t

0
R(t− s) f (s, z̃s + ỹs)ds.

(K2z)(t) =
∫ t

0
R(t− s)Cuz(s)ds

Let (zn)n≥1 ∈ Z0
b with zn→ z in Z0

b , there exists a number q > 0 such that ‖zn(t)‖Bα
≤ q for all

n and a.e t ∈ I. So zn,z ∈ Bq. Using By equation (3.1),

‖zn
t + yt‖Bα

≤ q′ for t ∈ I. By (H3)− (i) we have f (t, z̃n
t + ỹt)→ f (t, z̃t + ỹt) for each t ∈ [0,b].

And by (H3)− (ii) we have

‖ f (t, z̃n
t + ỹt)− f (t, z̃t + ỹt)‖ ≤ 2lq′(t).

It follows that by dominated convergence theorem

|(K1zn)(t)− (K1z)(t)|α ≤
∫ t

0
‖AαR(t− s)[ f (s, z̃n

s + ỹs)− f (s, z̃s + ỹs)]‖ds

≤ Kα

∫ b

0

‖ f (s, z̃n
s + ỹs)− f (s, z̃s + ỹs)‖

(b− s)α
→ 0 as n→ ∞,

by dominated convergence theorem. Also we have

|(K2zn)(t)− (K2z)(t)|α ≤
∫ t

0
‖AαR(t− s)C[uzn(s)−uz(s)]‖ds

≤ Kα

∫ b

0

‖ f (t, z̃n
s )− f (s, z̃t)‖
(b− s)α

ds→ 0 as n→ ∞,

by dominated theorem and yield the continuity of K2. Thus

|(K zn)(t)− (K z)(t)|α ≤ |(K1zn)(t)− (K1z)(t)|α + |(K2zn)(t)− (K2z)(t)|α → 0 as n→+∞.

Hence K is continuous on Z0
b .
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Step:3 The set {(K )z(t) : z ∈ Z0
b} is relatively compact for each t ∈]0,b]. Let t ∈]0,b]

be fixed and γ > 0 be such that α < γ < 1. Then it follows that

‖Aγ(K z)(t)‖ ≤
∫ t

0
‖AγR(t− s)[ f (s, z̃s + ỹs)+Cuz(s)]‖ds

≤ MRbb
(
|x1|α +Rb|ϕ(0)|α

)
+
(

1+MRbb
)

Kγ

∫ b

0

lq′(s)
(b− s)α

ds < ∞.

Then for t ∈]0,b] fixed, the set {Aγ(K )z(t) : z ∈ Z0
b} is bounded in X . By (H0) we deduce that

A−γ : X → Xα is compact. It follows that the set {(K )z(t) : z ∈ Z0
b} is relatively compact for

each t ∈]0,b] in Xα .

Step:4: The set {(K )z(t) : z ∈ Z0
b} is an equicontinuous family of functions. Let τ1,τ2 ∈ [0,b]

such that 0≤ τ1 < τ2 ≤ b and set τ2 = τ1 + ε .

(K z)(τ2)− (K z)(τ1)

=
∫

τ2

0
R(τ2− s)[ f (s, z̃s + ỹs)+Cuz(s)]ds−

∫
τ1

0
R(τ1− s)[ f (s, z̃s + ỹs)+Cuz(s)]ds

=
∫

τ1

0
[R(τ2− s)−R(τ1− s)] f (s, z̃s + ỹs)ds+

∫
τ2

τ1

R(τ2− s) f (s, z̃s + ỹs)ds

+
∫

τ1

0
[R(τ2− s)−R(τ1− s)]Cuz(s)ds+

∫
τ2

τ1

R(τ2− s)Cuz(s)ds

=
∫

τ1

0
[R(τ1 + ε− s)−R(τ1− s)R(ε)] f (s, z̃s + ỹs)ds

+
∫

τ1+ε

τ1

R(τ1 + ε− s) f (s, z̃s + ỹs)ds+[R(ε)− I]×
∫

τ1

0
R(τ1− s) f (s, z̃s + ỹs)ds

+
∫

τ1

0
[R(τ1 + ε− s)−R(τ1− s)R(ε)]Cuz(s)ds

+[R(ε)− I]×
∫

τ1

0
R(τ1− s)Cuz(s)ds+

∫
τ2

τ1

R(τ2− s)Cuz(s)ds.

Using Proposition 2.7

|(K z)(τ2)− (K z)(τ1)|α

≤ M
∫

τ1

0

(∫ ε

0

dξ

ξ α

)
‖ f (z̃s + ỹs)‖ds+

∫
τ2

τ1

|R(τ + ε− s) f (z̃s + ỹs)|αds

+
∥∥∥(R(ε)− I)

∫
τ1

0
AαR(τ1− s) f (s, z̃s + ỹs)ds

∥∥∥

+MM
∫

τ1

0

[∫ ε

0

dξ

ξ α

∣∣∣x1−R(b)ϕ(0)−
∫ b

0
R(b− s) f (s, z̃s)ds

∣∣∣
α

]
dσ
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+‖R(ε)− I‖×
∫

τ1+ε

τ1

∣∣∣R(τ + ε−ξ )CW−1
[
x1−R(b)ϕ(0)

−
∫ b

0
R(b− s) f (s, z̃s)ds

∣∣∣
α

]
dξ +

[∫ τ1+ε

τ1

∣∣∣R(τ1 + ε−ξ )CW−1
(

x1−R(b)ϕ(0)

−
∫ b

0
R(b− s) f (s, z̃s

)
ds
∣∣∣
α

]
dξ

Thus we have

|(K z)(τ2)− (K z)(τ1)|α ≤ M
∫

ε

0

dξ

ξ α

∫
τ1

0
lq′(s)ds+Kα

∫
τ1+ε

τ1

lq′(s)
(τ1 + ε− s)α

ds

+‖(R(ε)− I)
∫

τ1

0
AαR(τ1− s) f (s, z̃s + ỹs)‖ds

+
(∫ ε

0

dξ

ξ α

)[
MMb

(
|x1|α +Rb|ϕ(0)|α +Kα

∫ b

0

lq′(s)
(b− s)α

ds
)]

+‖R(ε)− I‖×
[
MRbb

(
|x1|α +Rb|ϕ(0)|α

)
+Kα

∫ b

0

lq′(s)
(b− s)α

ds
]

+
[
MRbb

(
|x1|α +Rb|ϕ(0)|α +Kα

∫ b

0

lq′(s)
(b− s)α

ds
]
ε.(3.2)

On the other hand let t ∈]0,b] fixed and γ > 0 such that α < γ < 1, we have

‖Aγ

∫ t

0
R(t− s) f (t, z̃t + ỹt)ds‖ ≤ Kγ

∫ b

0

lq′(s)
(b− s)α

ds

Then for each t ∈]0,b] fixed the set

{Aγ

∫ t

0
R(t− s) f (s, z̃s + ỹs)ds : x ∈ Bq},

is bounded in X . By (H0), we can see that A−γ : X → Xα is compact. Consquently{∫ t

0
R(t− s) f (s, z̃s + ỹs)ds : x ∈ Bq}

is relatively compact set in Xα . Then there exists a compact set Γ in X such that∫ t

0
AγR(t− s) f (s, z̃s + ỹs)ds ∈ Γ for x ∈ Bq.
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On the other hand, by Banach-Steinhaus theorem, we have∥∥∥(R(ε)− I
)∫ τ1

0
AαR(τ1− s) f (s, z̃s + ỹs)ds

∥∥∥ → 0 as ε → 0.

By the continuity of (R(t))t≥0) in the operator-norm toplogy, the dominated convergence

theorem, we conclude that the right hand side of the above inequality 3.2 tends to zero and

independent of z as ε → 0. Thus K maps Z0
b into an equicontinuous family of functions.

The equicontinuities for the cases τ1 < τ2 ≤ 0 and τ1 < 0 < τ2 are obvious.

So from the above step 1 to step 4 and the Ascoli-Arzela theorem, we can conclude that K :

Z0
b → Z0

b is completely continuous. Hence by the Schauder fixed point theorem, K has at least

one fixed point z in Bq. Then x= z+y is a fixed point of F in Bq and thus Eq.(1.1) is controllable

on J.

4. APPLICATION

For illustration, we propose to study the existence of solutions for the following model

(4.1)



∂

∂ t
z(t,x) =

∂ 2

∂x2 z(t,x)−
∫ t

0
b(t− s)

∂ 2

∂x2 z(s,x)ds+Cu(t)

+te−|t|
∫ 0

−∞

g(θ ,
∂

∂x
z(t +θ ,x))dθ for t ≥ 0 and x ∈ [0,π]

z(t,0) = z(t,π) = 0 for t ≥ 0

z(θ ,x) = ϕ(θ)(x) for θ ∈]−∞,0] and x ∈ [0,π],

where g : R−×R→ R is lipschitzian with respect to the second argument and b : R+→ R is

an appropriate functions. To rewrite equation (4.1) in the abstract form, we introduce the space

X = L2([0,π];R) vanishing at 0 and π , equipped with the L2 norm that is to say for all x ∈ X ,

‖x‖L2 =
(∫ π

0
|x(s)|2ds

) 1
2
.

Let A : X → X be defined by  D(A) = H2(0,π)∩H1
0 (0,π)

Ay =−y′′.
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Then the spectrum σ(A) of A equals to the point spectrum σp(A) and is given by

σ(A) = σp(A) = {−n2 : n≥ 1}

and the associated eigenfunctions (en)n≥1 are given by

en(s) =

√
2
π

sin(ns), s ∈ [0,π].

Then the operator is computed by

Ay =
+∞

∑
n=1

n2(y,en)en, y ∈ D(A).

For each y ∈ D(A
1
2 ) = {y ∈ X :

+∞

∑
n=1

n(y,en)en ∈ X}, the operator A
1
2 is given by

A
1
2 y =

+∞

∑
n=1

n(y,en)en, y ∈ D(A).

Lemma 4.1. [18] If y ∈ D(A
1
2 ), then y is absolutely continuous, y′ ∈ X and

‖y‖= ‖y′‖= ‖A
1
2 y‖.

It is well known that −A is the generator of a compact analytic semigroup semigroup

(T (t))t≥0 on X which is given by

T (t)x =
+∞

∑
n=1

e−n2t(x,en)en, x ∈ X .

Here we choose α =
1
2

. Let γ > 0, we define the phase space

B =Cγ = {ϕ ∈C(]−∞,0];X) : lim
θ→−∞

eγθ
ϕ(θ) exist in X},

with the norm

‖ϕ‖γ = eγθ sup
θ≤0
‖ϕ(θ)‖, for ϕ ∈Cγ

This space satisfies axioms (A1), (A2) and (A3). The norm in B 1
2

is given by

‖ϕ‖B 1
2
= eγθ sup

θ≤0
‖A

1
2 ϕ(θ)‖= eγθ sup

θ≤0

√∫
π

0

(
∂

∂x
(ϕ)(θ)(x)

)2
dx.
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Let h(t) = et for t ∈ R− and define ‖ϕ||Bhα
by

‖ϕ||Bhα
=
∫ 0

−∞

h(s) sup
s≤θ≤0

|ϕ(θ)|ds.

We define the functions f by

f (t,ϕ)(ξ ) = te−|t|
∫ 0

−∞

g(θ ,z(t +θ ,ξ ))dθ for ξ ∈ [0,π] and t ∈ [0,b].

and let B : D(A)→ X be defined by

B(t)(y) = b(t)Ay f or t ≥ 0

For t ≥ 0 and ξ ∈ [0,π], let us pose v(t) = z(t,ξ ). Then

v′(t) =
∂

∂ξ
z(t,ξ ),

∂ 2

∂ξ 2 z(t,ξ ) =−Av(t)

and ∫ t

0
b(t− s)

∂ 2

∂ξ 2 z(s,ξ )ds =−
∫ t

0
b(t− s)Av(s)ds =−

∫ t

0
B(t− s)v(s)ds.

Let us pose v(t) = z(t,x). Then equation (4.1) takes the following abstract form

(4.2)


d
dt

v(t) =−Av(t)+
∫ t

0
B(t− s)v(s)ds+Cu(t)+ f (t,vt) for t ≥ 0

v0 = ϕ ∈B 1
2
.

Now we assume the following hypothesis

(H4) The scalar function b(.) ∈ L2
loc(0,∞) satisfying b(λ ) = 1+ b∗(λ ) 6= 0 and λb−1(λ ) ∈ Λ

for λ ∈ Λ. Further b∗(λ )→ 0 as |λ | →+∞, for λ ∈ Λ and (b∗(λ ))−1 = ◦(|λ |n).

(H5) there exists a function k ∈ L1(R−,R+) such that for θ ≤ 0 and x,y ∈ R

|g(θ ,x)−g(θ ,y)| ≤ k(θ)|x− y|.

(H6) e−2µk ∈ L2(R−).

Let C : U → X ,U ⊂ [0,+∞[ be linear operator defined for all x ∈ X by

Cv(t) =
∫ t

0
e−

s
2 v(s)ds, for t ∈ [0,b].
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Then using Holder inequality, we can see that |Cv(t)| ≤ ‖v‖L2([0,b],R), which implies that B is a

bounded linear operator. Let the operator W : L2(J,U)→ X be defined by

Wu =
∫ b

0
R(b− s)Cv(s)ds.

Assuming that W satisfies (H2). By Hölder inegality and Lemma 4.1, we have

‖ f (t,ϕ)‖2 =
∫

π

0
|te−|t|

∫ 0

−∞

k(θ)
∂

∂x
ϕ(θ)(ξ )dθ |2dξ

= t2e−2|t|
∫

π

0

∣∣∣∫ 0

−∞

k(θ)e−2µθ e2µθ ∂

∂x
ϕ(θ)(ξ )dθ

∣∣∣2dξ

≤ t2e−2|t|
∫

π

0

(∫ 0

−∞

k2(θ)e−4µθ dθ

)(∫ 0

−∞

e−4µθ
∣∣ ∂

∂x
ϕ(θ)(ξ )

∣∣2dθ

)
dξ

≤
(∫ 0

−∞

k2(θ)e−4µθ dθ

)
t2e−2|t|

∫
π

0

(∫ 0

−∞

e−4µθ
∣∣ ∂

∂x
ϕ(θ)(ξ )

∣∣2dθ

)
dξ

≤
(∫ 0

−∞

k2(θ)e−4µθ dθ

)
t2e−2|t|

∫
π

0

(∫ 0

−∞

e−2µθ e−2µθ
∣∣ ∂

∂x
ϕ(θ)(ξ )

∣∣2dθ

)
dξ

≤
(∫ 0

−∞

k2(θ)e−4µθ dθ

)
t2e−2|t|

∫
π

0
sup
θ≤0

e−2µθ
∣∣ ∂

∂x
ϕ(θ)(ξ )

∣∣2(∫ 0

−∞

e−2µθ dθ

)
dξ

≤ 1
2µ

(∫ 0

−∞

k2(θ)e−4µθ dθ

)
t2e−2|t| sup

θ≤0
e−2µθ

∫
π

0

∣∣ ∂

∂x
ϕ(θ)(ξ )

∣∣2dξ

≤ 1
2µ

(∫ 0

−∞

k2(θ)e−4µθ dθ

)
t2e−2|t|‖ϕ‖2

B 1
2

.

Let q > 0 for every ϕ ∈B 1
2

such that ‖ϕ‖B 1
2
≤ q, then we have

sup
‖ϕ‖≤q

‖ f (t,ϕ)‖ ≤ |β (t)|q,

were

β (t) =
[ 1

2µ

(∫ 0

−r
k2(θ)e−4µθ dθ

)] 1
2
te−t for t ∈ [0,b].

So f satisfies (H3)-(i) and (H3)-(ii)) with lq(t) = |β (t)|q. Moreover

liminf
q→+∞

∫ b

0

lq(t)
q

dt = ‖β‖L1 = σ <+∞.

From (H4) there exists an analytic resolvent operator for equation (4.2).

Theorem 4.2. Assume that (H4)-(H6) hold. If

(1+MRbb)KαKbσ < 1,

then equation (4.2) is controllable on J.
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CONCLUSION

In this paper, we have shown the controllability of some partial functional integrodifferential

equation with infinite delay in Banach spaces by using Schauder’s fixed-point theorem . We

achieved this by assuming that the linear part generates a compact analytic semigroup and that

the delayed part is continuous with the respect to the fractional power of the generator.

The next challenge is to study the controllability of stochastic partial functional integrodiffer-

ential equation in the α- norm. It is well known that the stochastic modeling is crucial for many

fields such as physics, engineering, economics, and social sciences.

ACKNOWLEDGMENTS

The authors would like to thank the referees for their careful reading and some constructive

comments and valuable suggestions, which are helpful to improve the quality of this paper.

CONFLICT OF INTERESTS

The authors declare that there is no conflict of interests.

REFERENCES

[1] M. Adimy, K. Ezzinbi, Existence and Stability in the α-Norm for Partial Functional Differential Equations

of Neutral Type, Ann. Mat. Pura Appl. (Ser. IV), 185 (2006), 437–460.

[2] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, Springer, (1983).

[3] B. Diao, K. Ezzinbi, M. Sy, Existence Results in the α-Norm for a Class of Neutral Partial Functional Integro-

Differential Equations, Afr. Mat. 26 (2015), 1621–1635.

[4] K. Ezzinbi, H. Toure, I. Zabsonre, Existence and Regularity of Solutions for Some Partial Functional Inte-

grodifferential Equations in Banach Spaces, Nonlinear Anal. Theory Methods Appl. 70 (2009), 2761–2771.

[5] P. Ndambomve, K. Ezzinbi, On the Controllability of Some Nonlinear Partial Functional Integrodifferential

Equations with Finite Delay in Banach Spaces, Differ. Equ. Dyn. Syst. 29 (2021), 673–688.

[6] K. Ezzinbi, G. Degla, P. Ndambomve, Controllability for Some Partial Functional Integrodifferential Equa-

tions With Nonlocal Condition in Banach Spaces, Discuss. Math. Differ. Incl. Control Optim. 35 (2015),

1–22.

[7] R. Grimmer, A.J. Pritchard, Analytic Resolvent Operators for Integral Equations in a Banach Space, J. Differ.

Equ. 50 (1983), 234-259.



CONTROLLABILITY RESULTS IN α-NORM. . . 21

[8] R. Grimmer, Resolvent Operators for Integral Equations in a Banach Space, Trans. Amer. Math. Soc. 273

(1982), 333-349.

[9] G. Chen, R. Grimmer, Semigroup and Integral Equations, J. Integr. Equ. 2 (1980), 133-154.

[10] K. Balachandran, R. Sakthivel, Controllability of Functional Semilinear Integrodifferential Systems in Ba-

nach Spaces, J. Math. Anal. Appl. 255 (2001), 447–457.

[11] M. Li, M. Wang, F. Zhang, Controllability of Impulsive Functional Differential Systems in Banach Spaces,

Chaos Solitons Fractals 29 (2006), 175–181.

[12] J.E. Matloub, K. Ezzinbi, Mild Solution in the α-Norm for Some Partial Integrodifferential Equations In-

volving a Nonlocal Condition, Nonautonomous Dyn. Syst. 10 (2023), 1-13.

[13] D. Mbainadji, Controllability Result in α-Norm for Some Impulsive Partial Functional Integrodifferential

Equation with Infinite Delay in Banach Spaces, J. Appl. Anal. 30 (2024), 223–237.

[14] R. Benkhalti, K. Ezzinbi, Existence and Stability in the α-Norm for Some Partial Functional Differential

Equations With Infinite Delay, Differ. Integr. Equ. 19 (2006), 545-572.

[15] R. Sakthivel, N.I. Mahmudov, J.J. Nieto, Controllability for a Class of Fractional-Order Neutral Evolution

Control Systems, Appl. Math. Comput. 218 (2012), 10334–10340.

[16] R. Atmania, S. Mazouzi, Controllability of Semilinear Integrodifferential Equations With Nonlocal Condi-

tions, Electron. J. Differ. Equ. 75 (2005), 1–9.

[17] S. Baghli, M. Benchohra, K. Ezzinbi, Controllability Results for Semilinear Functional and Neutral Func-

tional Evolution Equations With Infinite Delay, Surv. Math. Appl. 4 (2009), 15–39.

[18] C.C. Travis, G.F. Webb, Existence, Stability, and Compactness in the α-Norm for Partial Functional Differ-

ential Equations, Trans. Amer. Math. Soc. 240 (1978), 129-143.

[19] W. Desch, R. Grimmer, W. Schappacher, Some Considerations for Linear Integrodifferential Equtions, J.

Math. Anal. Appl. 104 (1984), 219-234.

[20] I. Zabsonre, Controllability in the α-Norm of Some Impulsive Differential Equation With Infinite Delay in

Banach Spaces, Nonlinear Stud. 23 (2016), 423-437.

[21] I. Zabsonre, D. Mbainadji, Existence and Regularity of Solutions in α-Norm for Some Partial Functional

Integrodifferential Equations in Banach Spaces, SeMA 77 (2020), 415–433.


	1. Introduction
	2. Preliminary Results
	3. Controllability Results
	4. Application
	Conclusion
	Acknowledgments
	Conflict of Interests
	References

